
  50 amp Corrector Power Supply Summary Report

d

l

RHIC P

Date

hysics fy

Time In

05 (2004-20

I-dent

05)
S/N-

Removed New S/N Alcove Rack Initial Analysis Performed Final Cause Fault ID

27-Nov day yo1-tv9 243 327 1C 6

Would trip on Over Voltage at turn on, Time Constant appeared to be goo
(Power Supply Swap Out is not included in the Counters because this 
occurred during pre-run testing before handing over for operations) Field Testing: Ref to 10-Dec, bo6-octd over voltage

29-Nov day yi6-th3 398 283 7A 4

Oscillation seen on Virtual scope during Cold 2amp testing.  (Power 
Supply Swap Out is not included in the Counters because this occurred 
during pre-run testing before handing over for operations)

Tech Report Dec 06, 2004: Cleaned DCCT 
Head Pins on the current sense card, re-flowed 
the solder on several Molex socket pins.  Tested
good and returned to spares.  BK  

 
Error

29-Nov day yi6-th7 383 250 7A 7

Oscillation seen on Virtual scope during Cold 2amp testing.  (Power Supp
Swap Out is not included in the Counters because this occurred during pre-
run testing before handing over for operations)

Tech Report Dec 06, 2004: Problem with the 
current sense card, cleaned DCCT Head Pins 
and re-flowed as necessary cold solder joints, 
R35 & Molex sockets.  RFK  Error

10-Dec Maint bo6-octd 51 243 7A 2

Power Supply s/n 051 was working fine but removed and placed into the 
spares so s/n 243 could be field tested. Tech Report: ran unit at the bench 
for a week, could not reproduce the fault, Engineering assist and it was 
determined that there was nothing wrong with the quench circuit. Computer 
ran + 5 amps and - 5 amps with a 10 sec ramp rate, tested good, located in 
Alcove 7A  Ref to 27-Nov, yo1-tv9  (Power Supply Swap Out is not 
included in the Counters because this occurred during pre-run testing 
before handing over for operations) N/A

14-Dec Maint bi8-oct3 438 51 9A 2

During 2 amp cold testing before the official start of the fy05 Run, a 35mV 
peak to peak voltage ripple was seen on Virtual Scope (10mV is normal).  
Since time permitted as repairs are being done to Yellow Ring, supply was 
swapped out and replaced with s/n 051.  (Power Supply Swap Out is not 
included in the Counters because this occurred during pre-run testing 
before handing over for operations)

High Voltage 
Ripple

29-Dec Maint yo1-tv5 550 58 1C 6

MCR reported that this supply would not produce any effect on the vertica
or horizontal orbit.  Supply seemed to output current but the voltage at the 
load was unusually low.

l 

Tech Report, January 6, 2005 for s/n 550; 
Noisy output, non linear, output tracks below 
setpoint above 15amps.  1) found Phillips head 
1/4-20 screw bolting DCCT Buss-bar to + 
output rear panel terminal very loose. 2) Bad 
IC14 on current sense card {outputting 10v sine
wave @ zero amps}. 3) Standby LED on the 
front panel dim, bad R702. Returned to spares 
BK.

 

MCR
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  50 amp Corrector Power Supply Summary Report

c

RHIC P

29-Dec

hysics fy

Maint

05 (2004-20

yo9-tv11

05)

129 658 9C 6
Tripped on error several times but when tested by Techs, problem could no
be reproduced, supply was exchanged.

t 

Tech Report Jan 05, 2005: no problems found, 
removed and inspected FGCS card, re-soldered 
Molex connectors, cleaned pins on the current 
sense head and checked all other LNY reworks 
from this past summer for defects.  All looked 
good, tested fine and returned to spares.  RFK  Error

28-Dec 20:23:11 yi7-th21 7B 3 Supply tripped to the Off State, no affect on the beam, MCR reset. Unexplained at the moment off

6-Jan 5:05:03 yi7-th21 460 438 7B 3

MCR Log: yi7-th21 tripped off and the beam was aborted. Ramping down 
for a refill.  Snapshot confirmed this event.  Supply was replaced during th
day shift with s/n 438 starting at 09:45 once beam had been aborted at 
09:41:32.

e 
Tech Report: Ran for several weeks in 1007W 
Testing Dock and no problems persisted.  
Unable to repeat the fault, unit was returned to 
spares 2/15/04 BK off

11-Jan 21:00:00 Declared Physics Run for fy05, Particles of Cu-Cu

12-Jan Maint bi1-th3 445 1C 2

Multiple IrefcurrentRange error during the ramps.  MCR had not 
complained about this supply but investigation of the signal showed 
oscillation occurring.

Compensator Board jumper was still in the 
resistance mode from the summer shutdown.  
Moved jumper into inductance mode, problem 
solved.

IrefCurrent 
Range Error

15-Jan Multiple yo5-tv9 557 32 5C 6
Supply was tripping on Over Temp.  Snapshot indicated Unstable Voltage 
and Iref.  CAS replaced with s/n 032.

Tech Report, Feb 2: found Capacitor C151 of 
the IC107 shorted to ground causing the +18vd
on the HKPS to load down.  Repaired, tested 
and put back into spares. RFK. Over Temp

18-Jan Multiple yi2-tv12 277 3A 6 Causing alarms such as Standby-Error, Over Voltage that where not real.
Replaced Node Card Cable during Maintenance
on Jan 19.

 Standby-Error / 
Overvoltage

1-Feb Maint yo1-th14 234 1C 6 Acquired a reset problem after a lead flow interlock had occurred.

Upon Test in the tunnel, power supply recovere
from false lead flow.  No indications of termina
short at the rear of the supply which would 
result in the other 10 supplies to register the 
same fault.  Although, the insulated barrels on 
the terminals may have been touching.  Brian 
Karpin.

d
l 

Lead Flow

2-Mar Maint bi5-qs 413 398 5C 2

After several non MCR complaints about this supply, we discovered from 
Snapshot IrefCurrentRange Error would come up but the supply indicated 
AC Power, On, Remote.  The current and voltage would change while Iref 
and wfg's were telling it not too. In Repair.

IrefCurrent 
Range Error

24-Mar 16:00:00 Declared Physics Run for fy05, Polarized Protons
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  50 amp Corrector Power Supply Summary Report
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RHIC P

5-Apr

hysics fy

18:19:15

05 (2004-20

bi9-th13-ps

05)

321 557 9C 5

Supply was tripping on Over Temp, unable to clear.  Don Bruno was 
notified by MCR and a decision was made to steer around it. (19:14, we 
have compensated bi9-th13 corrector using neighboring correctors over the
whole ramp. After the Overtemp fault problem is fixed tomorrow, one 
should revert this compensation. -VP,AF,SY)  Our Techs replaced with s/n 
557 the next day during maintenance.

 
Shorted Filter Capacitor C-729 used for the -
15vdc (IC711 on the filter board) RFK April 7, 
2005 Over Temp

27-May 12:58:45 yo4-tv17 5B 2

Power Supply tripped to the Off State at the end of a ramp to Store Energy
The supply Current was -1.29 amps at the time of the fault.  When the 
supply faulted, Voltage, Iref and Current all railed to the positive top end.

.  
MCR Reset at 14:02:52 which is some time 
after Physics had been restore to Running. Off

6-Jun 15:21:37 bi5-th21 86 224 5B 1

2005-Jun-06 16:59:53  bi5-th21 has tripped repeatedly. After speaking to 
R. Conte, we call D. Bruno to confirm our diagnosis that the power supply 
should be changed. The supply has tripped while we are at full energy, but,
fortunately, it does not seem to have a strongly adverse effect on the beam.
17:04:25 We reach D. Bruno. He is investigating the power supply bi5-
th21.   18:20:10  Along with D. Bruno, we decide to swap the supply. Don 
is calling CAS with instructions, and we prepare for the power supply swa

 
   
2005-Jun-06 19:34:17 CAS has completed 
replacement of power supply in RHIC. We are 
preparing for a hysteresis ramp in RHIC. Over Voltage

12-Jun 21:22:27 yo1-th18 525 129 1B 3

21:29 Corrector yo1-th18 tripped off at a setpoint of less than one amp. We
then attempted to turn it on at zero, causing a second spike in the beam 
decay when the supply trippe don DC overcurrent. So, we'll leave it off. T
Yellow beam decay appears to prefer it anyway. -JPJ, NAK, 22:24 I 
contacted CAS. They have the link to the procedure for swapping out the 
corrector yo1-th18-ps whenever they are given the word to do it. -Don 
Bruno [yellow] [ps]  22:32 I consulted with Vadim, and he recommended 
that we go ahead and swap out the power supply rather than compensate fo
it. Even though it is unlikely to cause problems (since it's not an IR 
corrector), it's not worth the risk. And I also think that the next maintenanc
period will not be until after the end of the run. -JPJ 

 

r 

e 

MONDAY, June 13, 2005, unit is replaced.  
02:11 CAS is replacing yo1-th18-ps (access, ~1
hr.). –BSB,  03:27 CAS has completed their 
repairs, restoring and preparing to inject. -JLN, 
BSB, jak

 

DC Overcurrent

14-Jun 6:48:55 yo4-tv13 569 383 5A 6

07:16 yo4-tv13 tripped off on an overtemp. Shut it off for a few minutes 
and turned it back on. –JLN  07:39 yo4-tv13 has tripped off again on an 
overtemp fault. I attempted to bring it back on remotely with a zero 
setpoint, and the supply immediately tripped again. I contacted D. Bruno 
who recommended a swap of the ps. -JLN                                    Cas Swapped out the supply. Overtemp

HOME
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RHIC Physics fy05 (2004-2005)

  60 amp Corrector Power Supply Summary Report

f

Date Time In I-dent
S/N-

Remv
New 
S/N Alcove Rack Initial Analysis Performed Final Cause Fault ID

11-Jan 21:00 Declared Physics Run for fy05, Particles of Cu-Cu

1-Feb 4:46:15 yi10-qs3 11A 3

Early morning Power Failure: LIPA identified the source of the Booster 
60 kV feed to a downed power line this morning. The end cap for one o
the three phases broke off the ceramic body on the pole. Systems tripped
by the resulting power dip were restored to operation this shift and the 
scheduled maintenance day began a day early while LIPA repaired the 
power line. As of the end of the shift the line is repaired and is about to 
be energized. 

 
 Found in the Off state after MCR had 
recovered all systems and at Don's 
request to re-check all supplies, just 
cycled to the Off State then to standby 
then to ON.  All recovered fine. OFF

24-Mar 16:00 Declared Physics Run for fy05, Polarized Protons

1-Jun 4:05:03 bi8-qs3 270 91 9A 1

04:10, Beam Loss due to a loss monitor permit.  bi8-qs3 tripped off. 
–Sanjee  04:33 Attempts to turn on bi8-qs3-ps were unsuccessful. Don 
Bruno was contacted and he is investigating from home. –CFW  04:45 
Tried turning on bi8-qs3 but it trips off at injection current. Don Bruno 
is checking from home. -Sanjee   04:51 bi8-qs3-ps trips on an error 
signal fault when I try to run it up.. I will call CAS and give them 
instructions to swap out the p.s. -Don Bruno [blue] [ps]  04:55 MCR 
prepares RHIC ring for access.  05:15 CAS has gathered the new power 
supply and equipment. They are coming to MCR to collect the access 
keys.  05:30 CAS crew is here to get access keys.  06:18 bi8-qs3 power 
supply repair is complete. It was ramped to 5A and the power supply 
stayed on without tripping off.

No DC Output Current, Tech replaced 
IC-110, IC-111 on the FET Board. Error Signal

HOME
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RHIC Physics fy05 (2004-2005)

 150 amp tq Suncraft Power Supply Summary Report

o

Date Time In I-dent
S/N 

Removed
S/N 

Installed Bldg. QLI Ref: Initial Analysis Performed Final Cause Fault ID

7-Jan 7:59:00 yi10-tq5 65 42 10A MS-046

Interesting, I saw the signal had Railed to the Maximum Value on the g2 plotter and 
when I investigated the actual Supply Status, it had lost power and was no longer 
functioning.  MCR had not mentioned it in the log but it is believed because the 
magnet current was operating at such a low current value, that it had no affect on the 
beam.  In fact, they elected to Run beam until RF had a problem around 11:02 A.M.  
Beam store started around 04:40 A.M.  G. Heppner

After confirming that the front panel breaker had tripped on the supply, 
we waited until MCR allowed time.  Jeff Wilke and Joe Drozd swapped 
the supply.  MCR brought the yellow link down because they thought th
had too in order to work on this supply.  It is not mandatory to drop the 
link for a Tq supply.

e

Off

11-Jan 21:00 Declared Physics Run for fy05, Particles of Cu-Cu

24-Mar 16:00 Declared Physics Run for fy05, Polarized Protons

6-Apr 1:18:50 yi10-tq4 10A
Beam 

Loss Only

Power Supplies yi10-tq5 & yi10-tq4 tripped off on a quench fault. Losses caused by 
the trip of these power supplies caused the beam to abort.  MCR was able to turn 
them back on via the TAPE sequence.   Yi10-tq4-ps On at 1:30:54 PM

At first, yi10-tq4-ps and yi10-tq5-ps tripped because there might be a 
problem with the quench detector. Upon further investigation, the proble
may be with the D connector on the rear of the p.s.   The “D” connectors 
where removed, inspected and cleaned.  Nothing found wrong with the D 
connectors on the p.s.'s, next the 4-20mA quench detector card that 
receives both of these current readback signals was swapped out. -Don 
Bruno [yellow] [ps]

m 

Standby Error, Quench

6-Apr 1:18:50 yi10-tq5 10A
Beam 

Loss Only

Power Supplies yi10-tq5 & yi10-tq4 tripped off on a quench fault. Losses caused by 
the trip of these power supplies caused the beam to abort.  MCR was able to turn 
them back on via the TAPE sequence.   Yi10-tq5-ps On at 1:31:39 PM

At first, yi10-tq4-ps and yi10-tq5-ps tripped because there might be a 
problem with the quench detector. Upon further investigation, the proble
may be with the D connector on the rear of the p.s.   The “D” connectors 
where removed, inspected and cleaned.  Nothing found wrong with the D 
connectors on the p.s.'s, next the 4-20mA quench detector card that 
receives both of these current readback signals was swapped out. -Don 
Bruno [yellow] [ps]

m 

Standby Error, Quench

15-May 11:14:45 bi5-tq4 6B

At 11:28, MCR had called and wanted me to Analyis the problem from home.  I told 
them that I do not have that capability, No Crypto Card and that they should contact 
D. Bruno.  They said they did but was unable to reach him.  After some discussion, I 
asked them to retry the supply and they agreed.  I then called Don on his Cell Phone 
and made contact and explained to him what was going on.  Don then took control 
and called MCR. G. Heppner  

Don calls MCR and they looked through the PMViewer plots, and the PS 
trip does not appear to be related to a qpa fan fault. He advised MCR to 
recover and try again, and to contact him if there is any further problems. 
MCR Log  At 11:42:36, TAPE indicated that bi5-tq4-ps has been 
restored. Standby Error, Quench

15-May 14:02:56 bi5-tq4 8 28 6B

 At 14:02:56, bi5-tq4-ps shut off again, MCR calls Don.   The timing resolver says 
that the p.s. or qpa tripped out the p.s. There is no fault on the qpa or the p.s. This 
could be a problem with the signal cable between the p.s. and the qpa. I will have 
CAS swap out the p.s. to be sure. I will also have them examine the D connectors at 
the qpa end and at the p.s. end. -Don Bruno [blue] [ps]  

At 14:52 MCR reports that CAS has found several loose connections 
between the power supply and the QPA, but attempts to reset bi5-tq4 
were unsuccessfulm so CAS will replace the supply. At 16:11:42, TAPE 
indicates that bi5-tq4-ps is back up and running.

Standby Error, Quench 
Supply is in Repair

15-May 22:56:09 bo7-tq5 57 59 8B

MCR; 22:58, Beam aborted when bo7-tq5 tripped on a quench. Ramping down. D 
Bruno is investigating.  I am looking at bo7-tq5-ps. The snapshot shows it tripped on
DCOC fault. The setpoint and current look like they were flat before the trip. It could 
be a problem with the DCOC circuit on the voltage regulator card. I am going to ask 
CAS to swap out the voltage regulator card for this p.s., the DCOC circuit is on this 
card. -Don Bruno [blue] [ps]  23:30 CAS has replaced the card but when Don 
brought the supply up it tripped again. CAS is replacing the supply

 a 

May 16, 2005 00:10, swapping the voltage regulator card for bo7-tq5-ps 
did not fix the problem. It tripped on a DCOC again when I was trying to 
run it back to its 26A setpoint. The problem could be in the DCCT head 
or DCCT electronics card. CAS will have to swap out the p.s. to fix this. 
I am e-mailing them the procedure because they are busy with BLIP 
now, I think. After CAS swaps out bo7-tq5, MCR can recover it and run 
it up. Bo7-tq4 and bo7-tq6 will have to be recovered as well because they 
are in the same rack. -Don Bruno [blue] [ps]  Tape indicates supply is 
back on at 01:21:26. DCOC, Supply is in Repair

23-May 23:17:58 yi6-tq6 6B
23:29 yi6-tq6 trips during preparation for injection on a quench  indication. We reset 
the supply and continue. –LH MCR Reset, no further action taken. Standby Error, Quench

24-May 11:00:00 yi6-tq6 6B

10:30, analyzing the 23:17:58 trip for power supply yi6-tq6, it appeared to be a fault
buffer card that caused the quench detector to trip.  I called Don Bruno and 
Confirmed the analysis with Wing Louie since Don asked because he is in school for 
the week.  Wing agreed and then I called MCR to tell them and they agreed to put 
me on the list if and when time would permit.

y 
11:00, Jim Jamilkowski gave the okay to replace the buffer card.  I 
requested that they bring all the supplies to zero current to avoid magnet
couple before I shut off the tq supply.  Replaced Buffer card and notified 
MCR and they recover yi6-tq6 via Tape (supply On = 11:16:16).

ic 

Analysis from night before

27-May 8:13:46 bi4-tq4 36 26 4B

Alarm Page indicated an AC Phase Fault.  I called  MCR and asked them if they 
knew about it.  There was another problem they were working on so they asked if I 
could check it out.  Unable to restore, I called them back and said we'de have to pull 
it out.  They said okay so I asked Tome Nolan and Jeff Wilke to replace the supply.  
They did so I handed it back over to MCR. (TECH replacement time = 55 minutes) 
G. Heppner

AC Imbalance, Able to reset locally but no by the computer script, retrie
and still faulted on AC Imbalance.  Unit Replaced.

d 
AC Phase, Supply is in Repair

27-May 9:42:19 bi5-tq4 6B

MCR called me about bi5-tq4-ps had tripped on a quench.  They didn't want to try 
anything first since bi4-tq4 had tripped and we were working on that one.  While the
were on the Phone, I was able to restore the supply to On using Wings Scripts.

y 
Possible QPA to PS Cable??? Standby-Error

7-Jun 7:55:54 bo7-tq5 8B Operating at 25.98 amps, the current began to drop off while Iref remained. First trip, replaced the current regulator card. Standby-Error

7-Jun 9:51:39 bo7-tq5 59 1 8B While ramping, the current dropped off at 24.27 amps while I ref continued to climb.Second trip, replaced the entire power supply. Standby-Error

21-Jun 4:37:39 yo4-tq4 4B

05:05 yellow fill slowly getting worse. We have a range error for yo4-tq4 - Don is 
looking from home.  05:17 It looks like there is a problem with the relays on the 
current regulator card for yo4-tq4-ps. I will ask CAS to swap out the current 
regulator card  05:56 CAS (Rich DiFranco) swapped out the current regulator card 
for yo4-tq4-ps and I ran it up to -6amps. It looks better now. -Don Bruno [yellow] 
[ps]  

TECH Report, June 21, 2005:  Jim Osterlund found an open trace 
between the K2 Relay and the next stage.  The separated trace was at 
the point of the relay pin.  Internal trace, as this is a three layer board, 
rework once before to remove the old relay may have stressed this point 
and only in time did it finally fail. G. Heppner

IrefCurrentRangeError 
(Supply did not trip)

21-Jun 6:09:41 bo7-tq5 8B

MCR LOG: bo7-tq5 has quenched during the hysteresis ramp. Don is investigating.  
06:28 bo7-tq5-ps tripped out on a DCOC. This supply has been swapped out once 
before for the same fault. I don't think this problem is the p.s.  I believe the control 
card and digital isolation card  get moved over from the old supply to the new 
supply so one of these may be the problem. I am having CAS swap both of these 
cards out and then MCR can recover. -07:10 CAS swapped out the control card and 
digital isolation card for bo7-tq5-ps. I ran it up to operating current (+26A) and it lo
ok. We will have to continue to watch it. -Don Bruno [blue] [ps]

TECH Report, June 21, 2005:  Jim Osterlund found nothing wrong with 
the Control Card nor the Digital Isolation Card.  G. Heppner DCOC

HOME
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RHIC Physics fy05 (2004-2005)

  150 amp IR Suncraft Power Supply Summary Report

p

p

-

a

n

h

Date Time In I-dent
S/N 

Removed
S/N 

Installed Bldg.
QLI 
Ref: Initial Analysis Performed Final Cause Fault ID

23-Dec 23:54:48 bo3-qf2 4B MS-018
bo3-qf2-ps, Stby-Error, AC Power, Standby, Remote, Error signal, Quench (Power Sup
s/n 90) Tried a restart, unsuccessful, Ref to PR-020 Multiple

24-Dec 0:14:16 bo3-qf2 4B MS-019
bo3-qf2-ps, Stby-Error, AC Power, Standby, Remote, Error signal, Quench (Power Sup
s/n 90) Tried a restart, unsuccessful, Ref to PR-020 Multiple

24-Dec 0:51:20 bo3-qf2 90 13 4B MS-020

CAS swapped out power supply bo3-qf2-ps and the new one looks like it is working now 
at 1 amp. I am running Blue Quench Recovery and will bring p.s.'s to park, then I will 
hand the p.s.'s back to MCR. -Don Bruno [blue] [ps]

This P.S. had a hard error fault, which could not be reset.  First, I found the converter voltage 
was at 0 volts.  It should be approx. 2 volts with a 0 set .pt. in the "ON" state.  Also, The 
IGBT Q505 had a 1-ohm short from source to drain and a 3.5-ohm short from source to gate. 
During testing and t/s,  found that the control card was n.g. and was removed and replaced.  
The H.K.P.S. was blowing fuses after I slipped off a pin when testing the Wahfun soft start 
delay modification circuit.  This in turn burned out a land on the backplane from J1-C4 to a 
which is connected to J16-pin 8.  This is the "contactor on" signal from the control card.  J1
to the vie was burned out.  I repaired the backplane and after putting the p.s. back together, it 
still did not work properly because the IGBT shorted again.  I found the 10-ohm 15W R538 
resistor which is in parallel to the IGBT was open.  Never saw this before.  We speculate th
it may have had a manufacturing defect that finally caused it to fail.  I believe that this was 
the reason why the IGBT shorted in the first place.  Jim O and I have taken measurements o

vie 

Multiple

11-Jan 21:00 Declared Physics Run for fy05, Particles of Cu-Cu

23-Jan 19:16:37 yi3-qd2 4B PR-023

yi3-qd2-ps, Stby-Error, AC Power, Standby, Remote, DC Overcurrent, Quench, FET, AC
Phase.  Found nothing wrong, MCR reset and the supply has been running since. (Power 
Supply s/n 014)  G. Heppner

 

No action taken this time, MCR reset Multiple

24-Jan 16:07:13 yi3-qd2 14 78 4B PR-024 Reference to PR-023

Power Supply yi3-qd2 was replaced during Experimenter down time.  Notice, Heavy snow 
conditions from the weekend storm caused Technicians to delay replacement due to imprope
clearance into the building.  G. Heppner

r 
Multiple

23-Feb 15:24:39 bi5-qd2 6B PR-067

Incredible voltage drops on the phases seen for 1004B 208vac monitors.  Carl tells me t
is because the mains use a lot of power when ramping and that the 208vac comes from 
the same 480vac substation.  I didn’t see an indication of a power supply at fault prior to 
the quench.  Postmortems showed multiple Quad Power supplies Current and voltage 
changes while Iref and Wfg’s continued to ramp. The Blue Quench Link trip was due to 
the 6b-qd1-quench detector. The quench detector tripped because of the sudden change i
the signal at B5QFQ2_VT. The beam permit tripped 2u-sec. before the quench link. -G. 
Heppner [blue] [quench] 20:22; There was a problem with bi5-qd2-ps that caused the 
quench detector to trip. -Ganetis Unknown to the Author at the time of this writing.

Quench Detector 
Tripped

21-Mar 11:25:16 bo3-qf2 4B PR-086
Postmortems and Snapshot indicated for bo3-qf2-ps that the Current stopped climbing 
while Iref continued.  (See more details below in PR-087)  G Heppner Error

21-Mar 11:49:00 bo3-qf2 13 6 4B PR-087

Power Supply s/n 013 tripped twice while ramping from Injection to Store.  Unit tripped 
Error, Current would stop at 20.6 amps while Iref continued up the ramp.  Difference 
between the two caused a high error past the threshold for the maximum time out, pulling 
the Blue Link. 1) Replaced Voltage Regulator and Current Regulator Cards, Supply ran 
fine up. 2) Put original Current Reg card back in, Supply still ran fine. 3) Put original 
Voltage Reg card back in, Supply still ran fine. 4) Unable to re-create the original fault, 
150 amps Suncraft was replaced with s/n 006 5) Time of call 12:05 / Time Finished and 
handed back to MCR 13:40 (Total Repair Time = 95 minutes.)  G Heppner Supply is In Repair Error

24-Mar 16:00 Declared Physics Run for fy05, Polarized Protons

2-May 5:47:00 bi5-qd2 6B PR-123

While recovering from PR-122, the postmortems show nothing obvious.  Bi5-qd2-qp had 
pulled the link but there were no faults indicated.  A possible Power Supply to QPA 
connection may be the fault.  A second attempt to recover the Blue link was successful.   
G Heppner Unknown to the Author at the time of this writing.  No action was taken.

Stopped Recovery 
Link

9-May 2:10:48 bo3-qf2 4B PR-127

03:01 bo3-qf2-ps tripped to the OFF state bringing down the link. I am going to have CA
swap out the control card on the p.s. That may or may not be the problem. I already 
turned the p.s. back on and ran it to 1 amp to make sure it would turn back on ok. -Don 
Bruno [blue] [ps]

S 

03:24 CAS swapped out the control card. I asked MCR to run quench recovery and I will 
watch to make sure it all comes up ok. -Don Bruno [blue] [ps] Off

9-May 8:01:48 bo3-qf2 6 90 4B PR-128

Supply had tripped to the off state.  As I was analyzing the live data and unaware that 
MCR had called Don who was on the road, Don had had this problem at 02:10:48 this 
morning (PR-127).  Don informed MCR that we would replace the supply then called us
G. Heppner

We swapped the power supply with another one and then then replace the Node Card Cable 
from the power supply to the Node Card Chassis (R4BBQF2, Port #3) as per Don’s 
instructions since this makes this swap out the third power supply at the same location foe th
run.  G Heppner Supply is in Repair

is 
Off

HOME
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 300 amp IR Suncraft Power Supply Summary Report

Date Time In I-dent
S/N 

Removed
S/N 

Installed Bldg. QLI Ref: Initial Analysis Performed Final Cause Fault ID

11-Jan 21:00 Declared Physics Run for fy05, Particles of Cu-Cu

23-Feb 15:25:49 yi10-q89 10A PR-068

 I did not see an indication of a power supply at fault prior to the 
quench. Postmortems also showed multiple Quad Power supplies 
Current and voltage changes while Iref and Wfg’s continued to 
function normally as did per the previous blue quench event. The 
Yellow Quench Link trip was due to the 10a-qd2-quench detector. 
The quench detector tripped because of the sudden change in the 
signal at Y10QDQ9_VT. -G. Heppner  / There was a problem with 
yi10-q89-ps that caused the quench detector to trip. -Ganetis Unknown to the Author at the time of this writing.

Quench 
Detector 
Tripped

23-Feb 16:10:21 yi10-q89 10A PR-069

This Yellow quench event occurred because the yi10-q89-ps Current 
stopped at –215 amps while Iref and Wfg’s continue to ramp the 
supply down. When this occurred, Error took off past the 5 volt 
threshold for more then 4 seconds, tripping the supply on error fault. -
G. Heppner [yellow] [quench] Unknown to the Author at the time of this writing. error

2-Mar Maint yi10-q89 12 17 10A

Supply was removed during Maintenance for Tech Team to 
investigate.  The reason the supply was not swapped out during the 
run time was because the operating current for Cu-8 was a lot lower.  
This problem occurred when MCR tried a different ramp (Studies) 
and the supply would stop at -215 amps.  There is no reason as to 
what the supply can't go to its maximum current level of (+ or -) 300 
amps.

TECH Report for April 8, 2005: Error fault because the current was clamping 
suddenly at around 215 amps.  IGBT Q505 was shorted.  I also found on the 
upper converter board that the h-bridge Q502 and Q504 drain to source were 
shorted at 0.1 ohms.  The IC504 driver was also n.g.  I removed and replaced 
that as well. During T/S I noticed that the LEM LA-25 NP on the lower 
converter board was getting very hot.  In the converter current control loop, On
of the op-amps were bad but could not tell which one because the p.s. kept 
oscillating when I would troubleshoot it at 215 amps then eror fault.  So, I 
replace both IC504 and IC505. The p.s. still clamped at 215 amps.  Upon 
further investigation, the lower converter had zero buss voltage to the h-bridge.  
F501 was blown.  There is a telltale red L.E.D. for the buss voltage but the fuse 
is after that so when you first look at the converter it appears to have buss 
voltage to the h-bridge.  I now know to look for this even if I see the red L.E.D. 
illuminated.  Also replaced IC503 on the top converter.  Tom Nolan error

24-Mar 16:00 Declared Physics Run for fy05, Polarized Protons

2-Jun 19:03:32 b4-q89 4B PR-139

Qdplots indicated that the supply while at operating current of -
266.26 amps suddenly went to -138 amps for approximately 3.4 
seconds before failing.

19:48 I think this p.s. will have to be swapped out. I asked MCR to try one 
hysteresis ramp first but I think the supply will trip again. I will get CAS ready 
to swap out the supply. -Don Bruno [blue] [ps] error

2-Jun 19:55:24 b4-q89 4 7 4B PR-140

Qdplots indicated that the supply while ramping towards operating 
current, tripped at -107.44 amps.  (Additional Note:  back on May 5, 
2005, Joe had found the external cooling fans mounted to the front 
panel that require to be plugged into an AC outlet, had been 
disconnected.  He re-connected them at that time.  G. Heppner

20:23 This time the trip was not caused by b4-q89-ps. If I interpret the timing 
resolver data correctly it may be a loose k-lock connection but I am not sure so 
I asked Wing Louie to look at it. Joe Drozd is coming in to help CAS swap it 
out b4-q89 anyway because I still think there is something wrong with this p.s.. 
-Don Bruno [blue] [ps] 20:59 I spoke with Wing and he pointed out to me that 
one of the timing resolvers was not reset after the last qli. That is why the 
automatic qli program came up with its result of a loose k-lock. The quench 
detector pulled the link because b4-q89 misbehaved again. I will talk to 
someone in controls and maybe they can help figure out why one of the timing 
resolvers was not reset in 4b. -Don Bruno [blue] [ps] error

HOME
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Dynapower Power Supply Summary Report

Date Time In I-dent S/N Bldg. QLI Ref: Initial Analysis Performed Final Cause Fault ID

29-Nov 4:31:28 b6-dh0 6B MS-002
Blue quench link trip was caused by b6-dh0-ps when the p.s. was being 
turned on. The p.s. had an error fault. Ganetis [quench] Reference to QLI Ref MS-005 Standby-Error

29-Nov 4:42:04 b6-dh0 6B MS-003
Blue quench link trip was caused by b6-dh0-ps when the p.s. was being 
turned on. The p.s. had an error fault. Ganetis [quench] Reference to QLI Ref MS-005 Standby-Error

29-Nov 5:18:20 b6-dh0 6B MS-004

G. Ganetis reported to MCR that 6b-dh0 has been tripping off at turn On 
when issued by the quench recovery program. D. Bruno was then 
contacted and he has J. Drozd & B. Karpin coming in to repair the power 
supply. -BvK [rhic] [ps] Reference to QLI Ref MS-005 Standby-Error

29-Nov 7:15:28 b6-dh0 6B MS-005
Spoke to Joe Drozd. Found a problem with the time delay circuit for the 
power supply. They have to replace a resistor. Estimate 1/2 hr. – Sanjee

A soft start resistor that is located on the XXX Relay had a 
loose Crimp connection, the fix was to solder the crimps. Standby-Error

29-Nov Maint bi9-qf1 10A
14:55:00 Shows a frame error. D. Bruno is replacing the fiber optic 
interface card for the supply. Replaced the Fiber Optics Card.

2-Dec 1:15:20 bi4-qf3-ps 4B

MS-011 
to MS-

014

MCR called Carl Schultheiss as they thought the Blue Main Power Supplies 
to be the cause as they tripped several times at around 445A.  The 
confusion may have been the time stamp. (4b-time.A) Which indicates an 
IR problem.  After analyzing that it was not the mains, Carl called Don 
Bruno who took over.  A busy night as RF was down for repair; Don had 
CAS (Frank and George) replaced the 3U buffer card first because the 
Voltage signal appeared to be the source of the problem since the signals 
pass through this to the MADC channels.  Not a fix, the next thing was to 
open the Dynapower power supply, which requires LOTO to the Blue 
Mains.  The 3-channel isolation amplifier board was replaced, supply closed
up, LOTO removed and the Link reestablished, the p.s. output voltage 
looks good now on psall 3-channel Isolation Board Standby-Error

13-Dec Maint b2-dhX 2B

While during testing, Don asked that the Control Card be pulled for a 
checkup as it appeared the Local Remote switch was faulty.  No time 
charged.

No problem found in the shop, possible switch contacts 
contaminated due to low current flow through it not cable to 
keep contacts clean. (Jim Osterlund) Local / Remote Switch

13-Dec Maint b2-q7 2B

While during testing, Don asked that the Control Card be pulled for a 
checkup as it appeared the Local Remote switch was faulty.  No time 
charged. Bad solder joint under the local remote switch. Local / Remote Switch

13-Dec Maint y6-q7 6B

While during testing, Don asked that the Control Card be pulled for a 
checkup as it appeared the Local Remote switch was faulty.  No time 
charged.

No problem found in the shop, possible switch contacts 
contaminated due to low current flow through it not cable to 
keep contacts clean. (Jim Osterlund) Local / Remote Switch

22-Dec Maint b2-dhX 2B
Quench Fault, Control card indicator light on the front panel was clear but 
fault could not be reset.

No solder joint under the 32 pin card connector to 3U Bucket, 
(pin 27) causing the Quench Fault to be active. Quench Error

22-Dec Maint bi8-qf1 8B Current Regulation Problem K1 Relay, (Local / Remote) failed and replaced Ireg

28-Dec 12:59:32 y12-dh0 12A MS-021

y12-dh0-ps had tripped to the OFF state during the ramp up.  Nothing 
found as to the cause, reseating of all HKPS connections, removal of 
HKPS fuses whereas the spring clips where tightened – fuses placed back 
and vibration test performed once MCR had turned the unit back on.  
Could not repeat the fault.  This supply has been known to trip on this 
cause and several actions had already taken place to resolve the issue (see 
power supply logs for details).   Monitoring Equipment is now in the works 
for the next time if and when this supply should trip again.  G. Heppner Nothing Found Off

28-Dec Maint y8-q6 8B
While removing caution tape from a previous test, discovered that the DC 
ON light does not work and needs to be replaced.  (RED Lens) Put on the maintenance list N/A

29-Dec Maint y12-dh0 12A MS-024

Link brought down at yi11-qd2-ps for work done on y12-dh0-ps. 1) Wire 
Harness for J412 replaced, 2) AC Line cord put in place to constantly 
supply 110vac to the HKPS, 3) Special Digital Isolation Card put in for 
exterior monitoring purposes.  G. Heppner     (Important, an AC line cord 
has been installed to power the HKPS directly to bypass an off condition 
that the monitoring equipment is looking for.  When working on this supply,
Unplug the HKPS!)       Monitoring N/A

7-Jan 17:15:24 y2-q6 2B MS-048

Yellow quench link trip looks like it was caused by an intermittent cable or 
connection between the y2-q6 QPA to QPAIC. ( quench switch to its 
control chassis ) -Ganetis Reference to QPA's, January 12.

None Indicated but 
first to fail according to 
Timing Resolver.

11-Jan 21:00 Declared Physics Run for fy05, Particles of Cu-Cu

19-Jan Maint yi10-qd6 6B

Tapping current Reg card showed a 12mV offset in the setpoint.  This 
showed up in the Physics Logs on 1-12-05 at 20:36 during a ramp. D. 
Bruno K1 and K2 Relay contacts intermittent, replaced both.

Iref Bounce during Tap 
Test

19-Jan Maint yo8-qd1 8B Possible bad relays, diffRefWfg errors on 12-29-04 at 1:57. D. Bruno K2 Relay contacts intermittent, replaced both.
Iref Bounce during Tap 
Test

27-Jan 6:21:32 bi9-qd6 10A PR-029 Reference to 7:18:28, 27-Jan, bi9-qd6, PR-032. G Heppner Reference to 7:18:28, 27-Jan, bi9-qd6, PR-032. G Heppner Quench Detector
27-Jan 6:37:24 bi9-qd6 10A PR-030 Reference to 7:18:28, 27-Jan, bi9-qd6, PR-032. G Heppner Reference to 7:18:28, 27-Jan, bi9-qd6, PR-032. G Heppner Quench Detector

27-Jan 6:51:20 bi9-qd6 10A PR-031 Reference to 7:18:28, 27-Jan, bi9-qd6, PR-032. G Heppner Reference to 7:18:28, 27-Jan, bi9-qd6, PR-032. G Heppner Quench Detector
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Dynapower Power Supply Summary Report

27-Jan 7:18:28 bi9-qd6 10A PR-032

Postmortems show Iref = 30.08, Current = 20.50 amps, Voltage = 
462.50mV and Error = 708.86mV. Quench Detection Signal still indicates a 
–401 Amps.  Qdplots show the 4-20mA signal still has not recovered from 
the Negative Rail.  The Main Power Supplies unable to turn on, the Link 
would not recover because the 10-qd1 Quench Detector still did not clear.   
G. Heppner

The Buffer Card was exchanged because the -15volt, V2 light 
was not lit on the front of the card.  Signals seen as described 
above are a good indication of this problem.  G. Heppner Quench Detector

28-Jan 1:15:36 b6-dh0 6B PR-035

This blue qli was caused by b6-dh0-ps or b6-dh0-qpa. The timing resolver 
picked this p.s. qpa combination out. We will check the p.s. and qpa signal 
cables during the next maintenance day because there were no faults that 
showed up on either one. This problem could be due to one of these cables 
being loose or a bad connection. It happened after TAPE tried turning on 
the p.s.'s. I don't think this problem is due to loose resistors on the soft start 
circuit because an error fault would show up. The other reason I don't 
believe it is those resistors is that we soldered all of those resistors so none 
are loose now. We will check these resistors anyway during the next 
maintenance day. If the problem returns tonight just call me back and I will 
have CAS look at it. -Don Bruno On the Maintenance Schedule No Identification

28-Jan 11:06:00 b2-q6 2B PR-037

It looks like b2-q6-ps caused this blue QLI. We thought we fixed this 
supply the last maintenance day but the problem has returned. I asked 
MCR to put the p.s. into the OFF state for 5 minutes and try a ramp and 
we will see how it looks on the Snapramp. If that does not fix it we will 
have to probably swap a card out. -Don Bruno Oscillation

28-Jan 11:50:00 b2-q6 2B PR-038

We are going to work on b2-q6, it brought the link down again. We must 
lock out the blue quad mains first. It seems like some data is missing from 
the Postmortem for b2-q6 on this trip. -Don Bruno  We replaced the 3-
channel isolation amplifier board for b2-q6-ps. The hysteresis ramp now 
looks good for b2-q6-ps. -Don Bruno & Gregg Heppner Replaced the 3-Channel Isolation Buffer Card. Oscillation

1-Feb Maint b2-q6 2B

While recovering the links from Maintenance, b2-q6-ps tripped the blue link
due to Large Current Spikes during the up ramp.  This supply has had the 
same problem earlier whereas the 3-channel Isolation board, current Reg 
card and buffer card have all been replaced.  Hot easy to find since this 
problem does not exists on all the ramps.

Replaced the HKPS since there may have been a question to 
noise spikes produced from this unit.  

Quench Detector 
pulled

1-Feb Maint b6-dh0 6B PR-035 Reference to 1:15:36, 28-Jan, b6-dh0, PR-035. G Heppner

b6-dh0-qpa: Missing hardware on the left side of the D 
connector internal of the QPA. (QPA to Power Supply 
Interface). (REPAIRED)

Tripped the link PR-
035

1-Feb Maint bi12-qf1 12A

Snapramp would indicate a noise in the Current, Voltage and Error 
readbacks.  A possible problem with interface connections to the 3-Channel 
Isolation Buffer Card, inspection was required during a maintenance period 
as this problem did not bring down the links nor was a problem to Physics 
as of this writing. No problems found.

Snapramp Readbacks 
Noisy

1-Feb Maint bi12-qf9 12A

Snapramp would indicate a noise in the Current, Voltage and Error 
readbacks.  A possible problem with interface connections to the 3-Channel 
Isolation Buffer Card, inspection was required during a maintenance period 
as this problem did not bring down the links nor was a problem to Physics 
as of this writing.

Wire #415, position #8 (gray wire) crimp connection, popped 
off the pin that goes into the 3-channel Iso board.  (stripped 
wire, soldered connector and re-installed) (REPAIRED)

Snapramp Readbacks 
Noisy

1-Feb Maint bo10-qf8 10A

Snapramp would indicate a noise in the Current, Voltage and Error 
readbacks.  A possible problem with interface connections to the 3-Channel 
Isolation Buffer Card, inspection was required during a maintenance period 
as this problem did not bring down the links nor was a problem to Physics 
as of this writing. No problems found.

Snapramp Readbacks 
Noisy

1-Feb Maint bo2-qd1 2B

Snapramp would indicate a noise in the Current, Voltage and Error 
readbacks.  A possible problem with interface connections to the 3-Channel 
Isolation Buffer Card, inspection was required during a maintenance period 
as this problem did not bring down the links nor was a problem to Physics 
as of this writing.

Wire #303, both red and black not fully seated into connector 
(+CS, -CS) (REPAIRED) 

Snapramp Readbacks 
Noisy

1-Feb Maint yi3-qf1 4B

Snapramp would indicate a noise in the Current, Voltage and Error 
readbacks.  A possible problem with interface connections to the 3-Channel 
Isolation Buffer Card, inspection was required during a maintenance period 
as this problem did not bring down the links nor was a problem to Physics 
as of this writing.

J103 (MADC) Hardware missing on the D connector inside the 
Dynapower. (REPAIRED) 

Snapramp Readbacks 
Noisy

2-Feb 5:30:00 b2-q6 980254 2B

CAS tried swapping the following Voltage Regulator Card, Firing Circuit 
and we changed the ZFCT card.  Ran blue recovery and attempted 
Hysteresis Loop when supply tripped out again on Current Spikes, pulling 
the Quench Detector.  Decision was made to swap out the entire 450 amp 
Dynapower.  New unit s/n 280250.  Difficult to do, rack alignment and 
power supply do not match but Techs were able to get unit installed 
(approx. 2 1/2 hours)

Tech Team was able to re-create the fault seen on snapshot by 
locating a loose AC connection going to the top Gate Drive 
Board (wire ID #254).  This type of connection was the 
standard quick disconnect spade lug type.  Tightening and 
retesting, the supply was returned to spares status. Quench
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Dynapower Power Supply Summary Report

17-Feb 0:15:12 y2-dh0 2B PR-062

Started Wednesday, February 16 at 23:48:  y2-dh0 took off ~8 amps from 
setpoint, then snapped back to normal. After the beam dumped, of course. -
gjm, CEN 23:55,  that's a new (to my memory at least) failure mode that 
should warrant a call to Don.... -Fulvia February 17, at 00:03: We're way 
ahead of you. Ramping to zero so CAS can swap back a fiber optic card. -
gjm  23:57:  Dumping Beam and ramping down. 00:16:  Dropped link by 
putting y2-dh0 in standby, so that CAS could make the repair. -gjm   
00:40:  After recovering the link y2-dh0 is repeating its wayward drift at 
injection. Don asks for a hysteresis ramp. –gjm See PR-062 Standby-Error

17-Feb 1:10:44 y2-dh0 2B PR-063

1) Y2-dh0 setpoint drifted causing beam abort.  2) We had swapped the 
fiber optic interface card out during maintenance because of this problem in 
the past.  3) I had CAS put the original fiber optic interface card back in. 
The problem was still there.  4) I had CAS swap out the current regulator 
card and housekeeping p.s.  5) I also had CAS remove and reseat all the 
connections on the 3u control chassis backplane.  6) After CAS was done 
MCR tried bringing the yellow link up but it would not come up because 
one of the housekeeping p.s. connectors was not on correctly so CAS had 
to go back out to fix it.   7) In trying to recover the yellow link a new 
problem developed. Y2-q6-ps quench fault would not reset.  8) I had CAS 
go back out to 1002B and reseat two D connectors on the qpa y2-q6-qp, 
one D connector on the p.s. y2-q6-ps and also pull the 120Vac cord qpa to 
y2-q6-qp and plug it back in.  9) The yellow links now came up.  10) MCR 
did a hysteresis ramp and y2-dh0-ps setpoint looked much better.  

120vac Housekeeping Supply replaced (s/n: 038)  Current 
Regulator card also tested good. Standby-Error

22-Feb 13:31:40 b12-q7 12A PR-065
Tripped to the off state: b12-q7-ps, Off, AC Power, Remote, Postmortems 
verify that b12-q7-ps tripped 0.0152 seconds prior to T=zero. G Heppner 

Don Bruno and crew to investigate, b12-q7-ps tripped to the 
OFF state causing this blue QLI. I asked MCR to bring the blue 
link up and see if it happens again. -Don Bruno Off

22-Feb 14:06:28 b12-q7 12A PR-066
Tripped to the off state: b12-q7-ps, Off, AC Power, Remote, Postmortems 
verify that b12-q7-ps tripped 0.0125 seconds prior to T=zero. G Heppner 

Field Report:  b12-q7-ps tripped to the OFF state again causing 
this blue QLI. We went out to the p.s. and swapped out the 
control card and digital isolation card. We also reseated the 
connectors on the housekeeping p.s. and control chassis that 
may have caused the OFF trip. We also re-soldered a wire that 
brings the ON status to the control chassis. We also reseated 
one of the fuses on the housekeeping p.s. that was not fully 
inserted. -Don Bruno Off

2-Mar Maint bo2-qf8 980291 2B

Current Spike seen during the ramp.  MCR did not complain but as we 
observed this problem, it was decided to take action before it became a 
major problem in the off hours.

Replaced HKPS, checked all 3U Backplane connections, 
checked MADC cable at the rear of the supply, changed 
Current Reg card.

14-Mar 18:50:32 bi9-dh0 10A PR-082

The blue quench link tripped due to quench detector 10a-qd1 whereas the 
signal B9DRDX_VT pulled the link.  Looking at both bi9-dh0 and bi9-dhX,
Postmortems indicated both supplies moved before T=zero, note that these 
two supplies are nested.  With power supply bi9-dhX being the inside of the 
current loop of the two, closer observation indicated that power supply bi9-
dh0 may have been the cause.   However, too close to call, the Quench 
Detector picked up the sharp signal change from the bi9-dhX first so this 
supply may well be the problem.  G Heppner

No Action required at this time, MCR reset.  Will look into 
problem during next maintenance day. Quench

24-Mar 16:00 Declared Physics Run for fy05, Polarized Protons

12-Apr 20:56:56 bi12-qf9 12A PR-112

Difference in Reference and Current (Range Error) for bi12-qf9-ps 
following times: April 12, 16:55:18, 12 17:32:45, 18:30:03 and 20:29:41.  
Fiber Optics card replaced for bi12-qf9-ps as per Don Bruno.  In doing so, 
the supply must be turned off and in turn, this will automatically bring the 
blue link down.  G Heppner

Operations pulled the quench link so CAS can go and swap out 
the optics card, per Don Bruno's instructions -Sanjee, CFW, 
MES 

Iref/Current Range 
Error

30-May 15:25:40 yo8-qd3 8B PR-133

Postmortems show  that the Iref for yo8-qd3-ps had dropped –0.009722 
seconds before T=zero.  All other signals responded after the trip normally 
and there had been no signs of a problem prior to the trip.  Snapshot 
indicated an AC Overcurrent fault.  Checking Qdplots, the magnet did not 
quench, the power supply was operating at 29.49 amps.  G Heppner

16:49 yo8-qd3-ps caused this qli. The message that came at the 
end of the automatic analysis program needs to be corrected. 
You can see the p.s. status says ACOC so now we just have to 
get the message fixed at the end. The message should say the 
p.s. caused the quench because it had an ACOC. After 
speaking with CAS it sounds like they found a bad ACOC 
relay. I asked them to swap it out. I am hoping this will fix the 
problem. -Don Bruno [yellow] [ps]  (AC Relay Module: Model 
2742) ACOC

4-Jun 16:20:24 b12-q7 12A PR-143

Physics / MCR Logs:  16:42, the b12-q7 supply will not remotely go into 
standby. D. Bruno has requested that Support investigate locally. -jak 
[blue] [ps]

17:20 CAS (Frank and George) reseated the connectors on the 
housekeeping p.s. I am hoping this will help with the OFF trip 
problem. Then I found I could not go to standby remotely. 
They reseated the 25 pin D connector for the node card at the 
p.s. end. This did not help. Next, they swapped the digital 
isolation card and that worked. I could go to standby remotely. 
Then they put the original digital isolation card back in and that 
worked as well, when it did not work before. I am asking them 
to put a new digital isolation anyway and we will examine the 
old card. There could still be another problem on the backplane 
connector that the digital isolation card plugs into. -Don Bruno 
[blue] [ps]     Off
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Dynapower Power Supply Summary Report

14-Jun 6:39:44 yo9-qf6 10A PR-152

05:40:00 D. Bruno was contacted in reference to a WFG reference range 
error alarm for the yo9-qf6 supply. PSCompare shows that the current 
reference followed the WFG during the 84-bunch ramp, but not during this 
last ramp. D. Bruno reported that Support should replace the current 
regulator card.  06:26:00, The beam has been dumped by Operations.   
06:34:00 Support is replacing the current regulator card for the yo9-qf6 
supply.   06:43 Support has replaced the current regulator card for yo9-qf6 
but we have to now wait to recover the quench link due to the 8 minute 
delay in the quench recovery process. -jak, bsb  07:00 yo9-qf6 won't come 
out of local. Support investigating.  –JLN

A wfgRefRange Error and CAS replaced the current regulator 
but then the supply indicated (yo9-qf6-ps, Stby-Error, AC 
Power, Standby, Local, Error signal, Quench, AC Phase).  
According to Don, CAS then swapped out the control card and 
the supply was then fine.   Back at the shop, Jim Osterlund 
found that the original K1 and K2 Relays where still mounted 
and a Tap Test verified one of the two was bad.  He replaced 
both.  G. Heppner wfgRefRange Error

HOME
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Gamma-T Power Supply Summary Report

Date Time In I-dent Alcove Rack Initial Analysis Performed Final Cause Fault ID

22-Dec TEST bo2-qgt 3A 2

Supply would trip on Error Signal when ramping up to 5 
amps from zero current during the Blue Ring Cold Ring 
Restart testing.  Possible Current Regulator Card not aligned 
properly, Jump Card or the Main Isolation Buffer Card in the 
Main Power Chassis.  Will continue to observe as time goes 
on.

Current would lag behind the Iref for a few 
seconds before responding.  Checked with 
other supplies for similarities and they did not 
indicate this problem.  Recommend that supply
be run up to Park Current first (1 amp) before 
ramping to higher currents as this supplies 
time for the unit to settle. Error

30-Dec Request yo12-qgt 1A 4

Physicist discovered that the polarity for the yo12-qgt magnet 
string was in reverse polarity.  Techs confirmed this by taking 
measurements at the four magnets involved.  It is believed 
that the only way this may have happened was during Hypot 
testing since these cables where not removed for any other 
purposes during the summer 04 shutdown. Swapped DC cables at yo12-qgt-ps. Wrong Polarity

11-Jan 21:00 Declared Physics Run for fy05, Particles of Cu-Cu

24-Mar 16:00 Declared Physics Run for fy05, Polarized Protons

HOME Not used in the Polarized Proton Run
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RHIC Physics fy05 (2004-2005)

Housekeeping Power Supply Summary Report

Date Ref To:
Serial # 

Removed
Serial # 

New Alcove Bldg. Initial Analysis Performed Final Cause Original Fault ID
11-Jan 21:00 Declared Physics Run for fy05, Particles of Cu-Cu

1-Feb b2-q6-ps 89 93 2B

While recovering the links from Maintenance, b2-q6-ps tripped the blue 
link due to Large Current Spikes during the up ramp.  This supply has 
had the same problem earlier whereas the 3-channel Isolation board, 
current Reg card and buffer card have all been replaced.  Hot easy to 
find since this problem does not exists on all the ramps.

Replaced the HKPS since there may have 
been a question to noise spikes produced from 
this unit.    (Unit is good and returned to 
spares as this HKPS was not the cause for the 
b2-q6-ps failing.)

Quench Detector 
Pulled

17-Feb y2-dh0-ps 38 ??? 2B
Current Drifting on y2-dh0-ps (refer to Dynapower PR-062 and PR-
063 for details)

Not sure if HKPS was the fault, continue 
to monitor.  This HKPS s/n 038 was 
loaned out to Pablo Rosas after it was 
checked out good to be used in an AGS 
2000 amps power supply he is working on. 
(February 05) Standby-Error

2-Mar bo2-qf8 87 124 2B

Current Spike seen during the ramp.  MCR did not complain but as 
we observed this problem, it was decided to take action before it 
became a major problem in the off hours.

Replaced the HKPS since there may have 
been a question to noise spikes produced from 
this unit.    (Unit is good and returned to 
spares as this HKPS was not the cause for the 
b2-q6-ps failing.) None

24-Mar 16:00 Declared Physics Run for fy05, Polarized Protons

HOME
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RHIC Physics fy05 (2004-2005)

Ice Team / Temperature Sensors Report

Date Time In I-dent Part of Sector Initial Analysis Performed Final Cause Fault ID

30-Nov 5:21:55 1B Lead Flow 1B

Power Supplies tripped to standby error due to lead flow fault.  
Cryo said all was well on there end, so CAS entered the tunnel 
to investigate around 08:15.  Talked them through the testing of 
the Lead Flow Interface chassis and it appeared to be working 
okay.

In the process of restoring the original chassis back to 
operations, the alarm cleared and supplies were placed 
back into standby.  (Cause: possible loose wire? Or 
Cryo?) Lead Flow

11-Jan 21:00 Declared Physics Run for fy05, Particles of Cu-Cu

12-Jan Maint Fans Triplets / dhX Tunnel

5 standard fans.  We took the three spare standard fans from 
1007W and found an additional two laying around. 
3 miniature fans removed from 1007W stock. All fans were 
repositioned as per instructions from Wing and two rolls of 
Velcro tape were consumed.  Approximately 10 fans were stuck
down with double sided tape as the Velcro ran out. (Rich Conte 
and Tom Nolan)

Fans replaced with standard model: I-02Q1, I-02Q2, O-
1DX 
Fans replaced with miniature model: I-10Q1, I-09Q3, O-
10Q1 
Fans completely missing (stolen?) replaced with standard 
model: O-06Q2, O-06Q3 Faulty Fans

24-Jan 16:10:00 Y6Q11 Tree Heater 7A

Cold Temperature Alert for both sensors below 54/55, found 
the horizontal heater section of the Four Point Heater not 
functioning.

Replaced Four Point Heater, All new Foam (Tree Tube 
Heater, Collar and Base), Hot Glued and restored to 
operations.  New Temp Readings 98/84. Low Temp 

31-Jan 18:15:00 Sensor

Tree Heater 
Temp Monitor 

System y10

Yellow Sector 10 Temperature String indicating 
"noDataTimeoutError" unable to determine actual status.  An 
entry was made by Wing Louie, Mitch DeLaVergne, Gregg 
Heppner and a check for Ice Balls along the Sector was 
completed.  -G. Heppner 

There where no signs of Ice. All heaters seemed to be 
functioning except for two that appeared cooler then 
normal at the Y10-q1 and B10-q2 Triplet Region. 
Currently there is no Ice at these two locations. There is a 
shorted sensor along the Y-10 line that will require time 
be looked into this maintenance day. -G. Heppner No Data

1-Feb Maint Fans Triplets Tunnel 3 (9" standard fans) found to be faulty
Replaced at positions: Blue O-10Q2, Yellow I-03Q3 and 
Yellow I6Q1 Faulty Fans

1-Feb Maint Sensor

Tree Heater 
Temp Monitor 

System y10
Reference to 31-Jan, shorted Temperature Sensor along the Y10
line.

Shorted Sensor at Yellow I-10Q16 (Y10-16TB)  Old s/n 
820000003F9E1028.  Replacement sensor s/n 
7500000046EE1828 and Data Base updated by Wing 
Louie. Shorted Sensor

6-Mar 20:15:00
bo10q7 thru 

bo10q21  Tree Heater b10

MCR Log: The start of the beam studies will be delayed due to 
a required RHIC access. George Ganetis contacted the control 
room and reported that RHIC power supply personnel require 
an access into 10 o'clock to investigate the cause of 10 ice ball 
temperature alarms that came in at 1115 on March 3 
(Thursday). George believes that a circuit breaker may have 
tripped causing the heaters to turn off. If the heater situation is 
not resolved in the near future, the feedthroughs could be 
damaged (among other bad things that could occur.) The current 
plan is for Jeff Wilke to be in at 2000 in order to make this 
access. -jak 

Found a loose AC wire on bo10-q21 120vac heater.  
These heaters are in series together so if there is a break in
the line, they all loose power. Temp Alarm

24-Mar Maint Fans Triplets Tunnel

Part of routine maintenance checks, the following fans failed 
and needed replacement: (1) 10DX, (1) 9DX, (1) I-O9Q3, (1) I-
O8Q3 Replaced Failed Fans M. DeLaVergne None

24-Mar 16:00 Declared Physics Run for fy05, Polarized Protons

30-Mar Maint Fans Triplets Tunnel Fans not working at I-O1Q1 (Sector 1) and IO7Q3 (Sector 7) Replaced two (2). None

9-May 6:44:04 Iceball Heaters B2 / Y2

06:44, Log View shows the Breaker tripped.   08:45 W. Louie 
has been contacted regarding four ice ball temperature alarms 
in the two o'clock sextant. 10:42 Wing reports that a RHIC 
tunnel access is required to restore 16 ice ball heater sensors 
that are preventing heaters from working in 2 o'clock. 
Contacting Power Supply personnel for assistance.  R. Conte 
and J. Wilke are coming in for the ice ball heater problem.  
12:00 After conferring with G. Ganetis, Wing has notified the 
MCR that the iceball heater tunnel access can be deferred until 
after the normal end of the store. Rich and Jeff have been 
contacted to come in after 16:00 to prepare.   17:38 Setup is 
off. C. Peters is setting up a remote gatewatch into 2 o'clock for 
Jeff, Rich, and T. Costanzo, MCR Log

20:04 Work is completed on iceballs in 2 o'clock. We 
sweep the sector and begin hysteresis ramp in RHIC.  
20:14 Power supply personnel report that they could not 
find the cause of the breaker trip that led to the ice ball 
condition. They have completed a thorough inspection of 
components and have reset the breaker. Jeff and I 
disconnected the AC power from every heater in the 2:00 
DX - Q4 string and measured the DC resistance of each 
heater and the resistance from the heater to ground.  All of 
them tested good so we reconnected everything and reset 
the breaker.  The string came back up and we watched it 
for about 15 minutes.  It was still working when we left. R 
Conte Q4-Dx Blue and Yellow C.B. #1, Panel PN3Q52. 
J. Wilke

Iceball Temp Out
of Range
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RHIC Physics fy05 (2004-2005)

Ice Team / Temperature Sensors Report

15-May 18:30:00 Iceball Heaters B5 / Y5

MCR E-log: 08:37,  W. Louie is called about ice ball alarms 
and he is  investigating from home.  Later in the evening listed 
in the 18:30, MCR E-log: (dumping the beam for another store.)
W Louie is having CAS enter 5 o'clock to check a circuit 
breaker for iceball heaters.  19:27:00, Wing had given CAS the 
wrong circuit breaker panel. They have to come out of the 
tunnel and enter through 1005E.

MCR E-log: 19:41:00, CAS found the tripped breaker in 
panel PN5Q52 and is exiting the tunnel.  The tripped 
circuit breaker is the #1 breaker that is located inside the 
PN5Q52 (between sector 5 and sector 6) Breaker panel. It 
tripped on May 15, 00:26. Jimmy from CAS reset the 
breaker on May 15, 19:35. No fan was installed because 
he was able to reset the breaker. We only need the fan if 
the breaker is not able to reset.  W. Louie

Iceball Temp Out
of Range

1-Jun 0:04:00 Iceball Heaters B5 / Y5

Team went in during the day (15:20:00) to investigate.  This 
problem has occurred on May 9th and May 15th. (Y5-04TB, Y5
04TA, B5-04TA and B5-04TB)

Team found circuit breaker had tripped once again for 
PN5Q52, Circuit #1.  They reset it.  Total time = 23 
minutes.

Iceball Temp Out
of Range

10-Jun 13:30:00 Iceball Breaker
3C 

Snakes

Alarm came in 04:30 this morning.  No action was taken as 
Physics was running with the exception of power dip 
interuptions and 2 QLI's   Put name on list for entry at 09:00 as 
Physics was running.  Store lost at 13:25, got the okay from 
MCR and picked up keys for quick entry thru 4GE2 (RF Area).  
G. Heppner & Mitch DeLaVergne

Found breaker #3 tripped and Ice built up on all four feed 
thrus, covering the thermal switches. Read 18.5 ohms to 
ground. Cleaned with Alchol and then reset the breaker.  
Heaters worked.  We discussed and called MCR for an 
okay and then proceeded to replace all four thermal 
switches.  (We where then charged from this point as they 
where ready to restore beam but agreed with us, second 
entry required to get extra gear) G. Heppner & Mitch 
DeLaVergne

Iceball Temp Out
of Range

17-Jun 16:30:00 Iceball
1010  Blue 
Valve Box MLB10

Alarm Log indicated outOfRangeError for 
MLB10_DR_4A_TA.T.  Checked the temperature page and 
discovered the reading was in fact below the set 50 limit.  The 
redundant sensor (MLB10_DR_4A_TB.T) was reading normal 
around 70.  Out to the building to check, we discovered that 
there was indeed an ice ball built up around the feed-thru. G. 
Heppner / Wing Louie

Found that the Metal Fan (More Expensive Type) had 
stopped operating.  We could not access the orange safety 
net to remove the failed fan because we are currently at 
condition, Physics Running.  With only one week left for 
this Run and probably no scheduled maintenance days , 
there was a double orange net so we were able to wedge a 
new plastic type fan between the two safely.  Waited and 
saw that ice begin to melt.  I checked the temp on the pet 
page when I got back and it is currently climbing back to 
nortmal condition.  G. Heppner / Wing Louie

Iceball Temp Out
of Range

20-Jun 4:49:42 Iceball

1004 Blue and 
Yellow Valve 

Box
MLB & 

Y

Multiple Alarms for the Yellow and Blue Valve Boxes in the 
1004B Building.  They had cleared but I felt it necessary to 
investigate.  G. Heppner 

Found some Ice built up around several of the leads, all 
fans appeared to be operating, the building did feel cool as
Building fans were operational.  Ice has been melting as 
water was observed at the top of the tanks and dripping 
down below.  (NOTE: Found rusted Nuts that secure the 
bellows to the valve tank for the Y3D0 magnet power 
leads.  G. Heppner

Iceball Temp Out
of Range

20-Jun 3:39:32 Iceball
1012 Yellow 

Valve Box TLY11

TLY11_Q3Q2Q1Q9QF_7_TA.T Out of temp range (Low Limit 
set for 55, temperature did drop below 55 during the night)  
Alarm is now clear but Observing Temperature Range changes 
by using slowlog, found this Tap was in the negative range 
during June 2 and June 3rd.   But had returned to normal 
condition after that.   G. Heppner

Found one of the Fans had stopped working so added a 
temperary on the outside of the yellow safety net to help 
cool the Voltage Tap Stem and the TBD Power Lead.  G. 
Heppner

Iceball Temp Out
of Range

21-Jun 4:16:17 Iceball B1 Triplet B1

B1-02TA temperature 44.6 degrees when the low limit is set 
for 45 degrees.  Redundant sensor B1-02TB was reading 112.6 
degrees.  Called Wing to notify him of this situation.  As seen 
before, possible that the floor fan has vibrated off position 
therefore not supplying enough air flow to the entire Feed-thru.  
G. Heppner

Tunnel Access Required! Only 4 days left in this run.  As 
per Wings Instructions, we lowered the Alarm Low Limit 
from 45 deg. F to 40 deg. F.  G Heppner / W Louie

Iceball Temp Out
of Range
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RHIC Physics 

RHIC Superconducting Magnet History Report 

Date Magnet ID Sector Ring Analysis Limitations References Results

01-Apr-03 bi9-snk7-2.3 9C Blue

A resistor short to ground internal of the magnet required that 
the QPA center tap to the resistor in parallel with the magnet 
load  (ground wire monitor circuit) had been removed to continue 
with the Polarize Proton Run. None George Ganetis

Magnet Removed during summer 
shutdown and repaired.

17-Apr-03 yo9-snk7-2.3 9C Yellow

comment by Ganetis... BIG PROBLEM!!! It looks like yo9-snk7-
2.3 has one of its magnets open. Magnet # 2 has a break in its 
superconductor and the current is only going through its internal 
quench protection resistor. This is the initial finding, more 
analysis will be done to try to find the cause or when this failure 
happened Unable to Run

RHIC Physics Run 2002 - 
2003, Daily Quench 
Events for the Month of 
April 2003

Internal Magnet Open. Removed and 
repaired during summer shutdown. 

Pre-Run 
FY04 yi7-q6 Yellow

Unable to go above 30 amps due to higher then normal magnet 
resistance. Current Limited

George Ganetis / Don 
Bruno

Magnet removed and repair team 
found a Cold Solder Joint in the 
Super Conducting wire.

24-Nov-04 b2-dhX 2 Blue

Because the magnet clearance to the ground is lower then other 
dhX magnets, an extra fan had been installed due to extra Ice 
formation around the tree-leads. None

Phone call by Wing 
Louie, November 24, 
2004

More Air flow to remove 
condensation.

29-Nov-04 D6 thru D8 10 Yellow

D6 Shunt Buss Short to Ground had been discovered.  (11-30-
04) testing in progress to isolate the problem and to decide on a 
fix or run with special ops. (Problem went away when warm up 
was done and Hypot testing to locate the short)  The D6 Super-
conducting Tap was disconnected at the time of inspection once 
the magnet was opened up because it is not used and believed 
the short may have occurred there. George Ganetis Repaired

02-Dec-04 Y12-Q3 12 Yellow

Q7 Shunt Buss to Q9 Short to Ground occurred and then Super-
conductor open during High Energy Testing.  Magnet warmed 
and opened where the problem was located in the Q3 splice.  
(Unexpected shutdown of Physics to repair 29-Nov-04 problem 
along with this major problem.  Time Down Delay = 2 1/2 weeks) George Ganetis Repaired

12Q6 12 Blue
Blue Sector 12, Q6 Shunt Buss has an 83 uohm resistance 
when powered to 120 amps during the Proton 205 Gev test. George Ganetis

Will add an additional voltage tap 
during the summer shutdown 05 to 
try and locate the high resistance to a 
smaller group of magnets for the next 

30-Mar-05
AGS Cold 

Snake AGS Orange
History in the making, First Cryogenic Cooled Magnet 
placed into the AGS Ring!

Commissioning 
Run Gregory P. Heppner WORKS!!!
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RHIC Physics fy05 (2004-2005)

Main Power Supplies - Building 1004B Report

Date QLI-Time In QLI Ref: I-dent Initial Analysis Performed Final Cause Fault ID

6-Jan 17:21:20 MS-045 BMD

Blue quench link trip was caused by blue main dipole power supply. It had a Out Curr 2 
Fault. This happened right after the ramp power module switched to the flattop power 
module at the end of the ramp to top energy. -Ganetis  

 It appears that the Hardware Gain Switched from Ramp to 
Flattop in the Voltage Feedback but the software Scaling 
Factor did not, resulting in an unstable voltage loop. Carl 
Schultheiss Out Curr 2

11-Jan 21:00 Declared Physics Run for fy05, Particles of Cu-Cu

17-Jan 22:38:12 PR-006 YMQ

y-qmain-ps, Reg DCCT, Postmortem shows nothing unusual except for noisy read-
backs on the mains.  Carl pointed out and we looked at the Log View Cold Box for the 
Main Quad signal and it clearly showed a sudden drop in temperature of 4.5 Degrees 
Celsius.  This quick change in temperature was the cause for the DCCT Regulator Error 
for the Main Quad Power Supply. Since the cause of this QLI was do to a faulty ODH 
Sensor that brought the buildings emergency exhaust fans on for awhile that quickly 
dropped the ambient temperature from 77.48 degrees down to the outside temperature 
of 36.13 degrees, this is charged to the Controls counter.  G. Heppner  

Yellow link trip caused by a DCCT Reg. Fault on the 
Yellow Main Quad P.S. -Ganetis DCCT Reg

18-Jan 22:38:12 PR-007 BMQ

b-qmain-ps, Reg DCCT, Postmortem shows nothing unusual.  Carl pointed out and we 
looked at the Log View Cold Box for the Main Quad signal and it clearly showed a 
sudden drop in temperature of 4.5 Degrees Celsius.  This quick change in temperature 
was the cause for the DCCT Regulator Error for the Main Quad Power Supply. Since 
the cause of this QLI was do to a faulty ODH Sensor that brought the buildings 
emergency exhaust fans on for awhile that quickly dropped the ambient temperature 
from 77.48 degrees down to the outside temperature of 36.13 degrees, this is charged to 
the Controls counter.  G. Heppner   

Blue link trip caused by a DCCT Reg. Fault on the Blue 
Main Quad P.S. -Ganetis DCCT Reg

18-Jan 0:20:56 PR-008 BMQ

Postmortems show the Blue Quad Main Ramp Current oscillating about 1000 amps 
peak to peak.  Log View Cold Box Temperature was still below 21 Degrees Celsius 
when the normal operating temperature is between 24 and 25 degrees Celsius. G. 
Heppner   

Blue quench link trip was caused by 7b-qd1 quench 
detector. One other quench detector tripped before the blue 
link tripped. The quench detectors tripped because the blue 
main quad p.s. went into oscillation during the ramp to top 
energy. It looks like this occurred when the main quad was 
switching from flattop to ramp power modules. This 
problem could have been caused by the 40 F drop in 
temperature this building had when there was a failure of an 
ODH sensor that caused the building fans to stay on. -
Ganetis Oscillation

23-Jan 8:39:24 PR-022 BMD

Postmortems show no power supplies faults, all at zero currents. However, User 
Invoked had been initiated when recovering from the power dip (PR-021) because the 
Blue Main Dipole would not run up to Park Current, Regulator Off fault for the b-
dmain.  TAPE was reinitiated to bring up the Blue Link.  G. Heppner

Problem within the TAPE Network and loss of Data - Carl 
Schultheiss Loss Data
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RHIC Physics fy05 (2004-2005)

Main Power Supplies - Building 1004B Report

30-Jan 12:10:00 YMD

12:10:00 C. Schultheiss was contacted about a ground current alarm for the yellow main
dipole. He reported that this alarm is sometimes generated when the main dipole is 
ramped to zero current Reset Ground Current

6-Mar 4:02:00 PR-072 BMD

04:02, we contacted C. Schultheiss about a current  monitor alarm that occurred for the 
blue main dipole when the blue quench link was pulled. He also investigated the cause 
of the QLI at that time and reported that the QLI occurred due to the b9-drdr gas cooled
lead in the 10 o'clock valve box. -jak Reset Current Monitor

24-Mar 16:00 Declared Physics Run for fy05, Polarized Protons

11-Apr 9:24:12 PR-108 BMD

An AC Reset to cfe-4b-ps4, in which the Main Power Supplies VME-PLC Program 
Codes and Counters are located, caused an unknown condition, causing the Blue Main 
Dipole to trip on PFN1 and PFN2 Faults.  Carl Schultheiss was notified and we worked 
this one trough together.  G Heppner AC Reset of the cfe-4b-ps4

PFN1 and PFN2 
Fault

11-Apr 10:12:36 PR-109 YMD

A discussion with Carl Schultheiss, he explained that the mains will not trip above 5 
amps from a control bit however a crash switch or normal power supply fault will bring 
down the main.  This is built in safety device so that if a control bit accidentally were 
telling the supply to trip off, it would not be able until the supply had been ramped down
below 5 amps. In this case, TAPE was initiated and when the supply was ramped to 
zero, it tripped off.  TAPE then did not know of this condition and a Regulator Error 
fault then occurred.   G Heppner AC Reset of the cfe-4b-ps4 Regulator Error

24-Apr 6:25:32 PR-120 YMD

TAPE had to be aborted due to a y-dmain-ps Reg PLL and Reg Watchdog fault.  
Somehow it would appear that the control power to the Yellow Main Dipole Power 
Supply had been shut off.  The procedure to swap out a QPA for a quad magnet does 
not require one to turn off the Dipole Main Breakers or Control Power.  Either case, by 
looking at all the Alarm faults indicated; a “C” Run should have been initiated in order 
to restore the regulator. Unknown as to how this happened, the Counter will indicate 
“Other” for this cause.  G Hep

"C" Run  Required due to Control Power accidentally 
turned off.

Reg PLL, Reg 
Watchdog

1-Jun 6:18:52 PR-138 YMQ

Physics / MCR Logs:   Jun-01-2005 06:23 Yellow quenched while ramping to injection. 
Don is checking. -Sanjee Jun-01-2005 06:31 it looks like this QLI was caused by a 
regulator error from the yellow quad main p.s. This shows up in the automatic analysis 
program above next to occ Ctrl. y-qmain-status: Reg Err. -Don Bruno [yellow] [ps]  
06:35 Yellow quench was caused by a regulator error in the main power supplies. Don 
notes that the error should clear by the quench recovery script. If the script fails to clear 
the error, we were asked to contact Carl Schultheiss. 

In extensive discussions with Carl, it is still undetermined as 
to the reason why the Yellow Quad Power Supply 
encountered a Regulator Error Fault.  There is some leaning 
towards a brief power interruption within the control circuits 
that operate the Regulator.  Investigation is still on going as 
of this writing.  G. Heppner Regulator Error
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RHIC Physics fy05 (2004-2005)

Main Power Supplies - Building 1004B Report

10-Jun 2:54:12 PR-146 BMD
While ramping to Park Current and arriving there, the Blue Main Dipole suddenly 
ramps back up, leveling at 180amps prior to tripping.

Talking to Carl Schultheiss, the explanation as to this sudden
change in current when the supply was told not to needs 
further investigation.  He believes this is within the Main 
Power Supplies Control System.  The sudden increase in 
current di/dt = 7 amps per second was to great of an 
increase for the DX Magnets in which the DX Magnet 
Quench Detectors detected and pulled the link.  G. 
Heppner   

Main Power 
Supply Controls 
System Glitch

HOME
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RHIC Physics fy05 (2004-2005)

Maintenance Reports

Date Type of: WX Maintenance Work Performed during Physics Run fy05

30-Nov Maint.

RHIC Power Supply Maintenance: 1) Soldered all Soft Start relay resistors located in Dynapower Stand-alone power supplies as per 
MS-002 were b6-dh0 had a loose crimp connection on the resistor to the quick disconnect lug. 2) Air Filters replaced on all Stand-Alone 
QPA units.  3) Secured service buildings for Ring Hypot to locate a short to ground in sector 10, D6 thru D8.  4) After Yellow ring hypot, 
cables were pulled and a buffer chassis built to continue the run without having to warm up and cut into the magnets.  (See George 
Ganetis for Details).

30-Dec Maint.

RHIC Power Supply Maintenance:   1. Replaced fan at 7 Dx magnet tree.  2. Swapped DC cables at yo12-qgt-ps. We found that it was reversed 
according to the drawing, now it matches the drawing.  3. Al re-booted quench detectors after doing some work on quench detectors.  4. All the 
sextupoles were re-trained since quench detectors were re-booted.  5. Current Regulator card swapped out for yi10-qf9-ps. 

12-Jan Maint. Heavy Rain

RHIC Power Supply Maintenance: 1. Node card chassis feeding yi3-th5-ps and yi3-tv4-ps (channels 1 & 2 would on and off display Off-Error / On-
Error when the supply was operating fine) replaced.  2. Broken triplet magnet fans replaced.  3. Sextupole p.s. yo1-sxd-ps re-tuned.  4. Tests for bad 
connections done on 1010A qpaic-A1 and yi7-qf3-qp.  5. Ran the snakes up to 1 amp, except for two of them.  6. Inspected y2-q6-qp, readjusted fan 
switch so paddle is more in the line of the airflow.  7. Tap test of current regulator cards for buildings 8b and 6b (all others already done).  

19-Jan Maint. Snow

RHIC Power Supply Maintenance: 1. Replaced node card cable for yi2-tv12.  2. Ran snakes up to 10A, except for one that has a fan fault.  3. Fixed 
the problem with 2 other snakes that would not come on.  4. Replaced yi10-qd6 and yo8-qd1 current regulator cards.  5. Fixed problem with 10A 
bypass box showing the wrong status.  6. Ran a new k-lock cable at 4b that may have been causing 4b.time A trips earlier this morning. -Don Bruno

1-Feb Maint. Sun

RHIC Power Supply Maintenance: 1) Repaired shorted temperature sensor in yellow sector 10 string.  2) Replaced fan in yo8-rot3-2.3-qp.  3) Fixed 
MADC read-backs for yi6-rot3-2.3.  4) New compensation installed for bi1-th7-ps, bo2-th4-ps and bo2-th6-ps for 10Hz beam oscillation canceling 
system (Carl S.)  5) Checked yo1-th14-ps because it had a problem clearing lead flow interlock once, now ok.  6) Replaced broken magnet triplet fans.  
7) Checked ps-qpa-qpaic connections for b6-dh0-ps. 8) Checked connections on the 3 channel isolation amplifier boards of bo10-qf8-ps, bi12-qf9-ps, 
bo2-qd1-ps, bi12-qf1-ps, and yi3-qf1-ps.  9) Replaced housekeeping p.s. of b2-q6-ps.  10) Checked timing resolver in alcove 3c, it is fine now. -Don 
Bruno 

16-Feb Maint.

RHIC Power Supply Maintenance: 1. Checked connections on magnets of p.s. bi5-qs-ps. All were tight.  2. Re-stripped and reconnected the p.s. 
cable leads at the magnet tree of yo8-dod3-ps.  3. Ran some snake and rotator p.s.'s up to operating current.  4. Swapped 3 channel isolation amplifier 
boards of yi3-qf1-ps and yo4-qf8-ps.  5. Examined gate drive connections of yi3-qf1-ps. All is tight.  6. Swapped out fiber optic interface card of y2-
dh0-ps.  7. Swapped out current regulator card of bi12-qf9-ps.  8. Installed new heaters on Dx magnet tree.  9. Re-trained sextupole p.s. quench 
detectors because they were rebooted.  10. Installed new ac line monitor for y2-q7-ps. -Don Bruno 

2-Mar Maint.
snow/slip 
roads/cold

RHIC Power Supply Maintenance: 1. Swapped out yi10-q89-ps.  2. Swapped 3 channel isolation amplifier boards of bo2-qd1 and bi1-qf1.  3. 
Swapped 3 channel isolation amplifier boards of bo2-qf8 and bi1-qf9.  4. Connected Dranetz AC power line meter in 1004B.  5. Ran all snakes and 
rotators up to maximum current.  6. Dx tree heaters wired into ac terminal block.  7. Successfully tested Cu10 ramp.  8. IBS ramp tested but some 
problems still need to be investigated.  9. Swapped out bi5-qs-ps. -Don Bruno [rhic] [ps]
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24-Mar Maint.
snow/rain/slip 

roads/cold

RHIC Power Supply Maintenance: 1. Alcove 9a Timing Resolver replaced.  2. Replaced 4 broken magnet tree fans.    3. Self-check completed on all 
quench detection UPS's.  4. Network card for 7c quench detector UPS replaced.  5. AC power line meter connected to 208Vac in 1004B ps rack.  6. 
All snakes and rotators were run up to operating current.  7. All snakes and rotators are in the STANDBY state with no faults.  8. All snakes and 
rotators alarms are now enabled and go to the alarm screen.  9. Voltage regulator cards swapped between:  (bo2-qf8 & bi1-qf9), (bi1-qf1 & bo2-qd1), 
(bi12-qf9 & bo11-qf8), (yi11-qf1 & yo12-qd1).  10. Installed jumper on 3u chassis backplane J24 of b12-dhx, b12-dh0, b2-dhx and b2-dh0.  11. All 
Gamma-T's were put into the OFF state.  12. A Hysteresis ramp was done with the pp21 ramp.  -Don Bruno 

30-Mar 31-Mar Sunny

RHIC Power Supply Maintenance: 1) Replaced 2 broken triplet magnet tree fans.   2) Checked alcoves 3c, 9c, 5c, 7a, 7c, and 9a for water.  3) 
Replaced Quench Detector UPS batteries in 9A, 11B, 2B, 10A and 12A.  4) Changed filters on the Main p.s.'s.  5) Did a high current Cu8 ramp to 
check 208Vac line voltage in 1004B.  6) Re-trained sextupoles in 11B.  7) Tested new TAPE procedure to train sextupoles. A little more testing needed
8) Changed jumper settings of J24 on 3u chassis back plane of b12-dhx, b12-dh0, b2-dhx and b2-dh0.  9) Swapped Voltage regulator cards of bo10-
qf8 and bi9-qf9.  10) All snakes and rotators left in the STBY state with no faults.  11) Still working on AGS cold snake p.s. wiring, quench detector 
wiring and magnet wiring.  12) Performed 2 hysteresis ramps with the pp21 ramp. You may want to do one more.  -Don Bruno [rhic] [ps]  Installation 
of the First Cryogenic Magnet to the AGS Ring! G. Heppner

6-Apr Maint. Sunny / Warm

RHIC Power Supply Maintenance: 1. Corrector bi9-th13-ps was swapped out.  2. Investigated trips of yi10-tq4 and yi10-tq5. We think the problem 
was a quench detector card and this card was swapped out.  3. There was a problem communicating with the 5b UPS for the 5b quench detector and 
we found that someone moved the network cable for this UPS and put it in the wrong port. This was fixed.  4. Thermocouples and heaters were added 
to 2 Cryo pipes on the AGS cold snake. I think these are the helium vent pipes but I am not positive.  5. Two hysteresis ramps were performed before 
handing the machine back over to MCR. -Don Bruno [rhic] [ps]

19-Apr Maint. Sunny / Warm

RHIC Power Supply Maintenance:  1) Tested AGS beam permit circuit with AGS cold snake p.s.’s. Will want to test this one more time because we 
might have to make a change.  2) Replaced current regulator card for bo3-snk7-2.3-ps. Found bad relays on it.  3) We did an ac reset on 4b-ps4 to see 
what effect it had the mains and we learned it does have an effect but more investigation is required. The problem is reproducible.  4) We completed 
one hysteresis ramp before handing the RHIC p.s.’s back over to MCR. Don Bruno

4-May Maint.

Partly Cloudy / 
Mild 

Conditions

RHIC ps Maintenance performed today:  1) Removed extension cord for UD1-UD2 psi in the ATR line and plugged the psi into the outlet in the UD1
UD2 p.s.  2) Hi-potted RHIC snake magnets in alcoves 3c and 5c.  3) Checked ac connections on RHIC snake p.s.’s in alcoves 3c, 5c, 7a, and 7c.  4) 
Replaced the power supply for bi5-rot3-2.3-ps.  5) Quenched AGS cold snake magnet at 290A.  6) Added fans to box covering 5353mcm connections 
of AGS cold snake magnet.  7) AGS cold snake p.s.’s are unlocked.  8) Disconnected a scope from y12-dh0-ps digital isolation card.  9) Repaired a 
wire on the ZFCT connector of b2-dhx-ps backplane.  10) Replaced y8-dh0-ps firing board  11) Installed voltage monitoring boards in sector 1. -Don 
Bruno [rhic] [ps]

13-May
Schedule 
Shutdown Sunny / Cool

RHIC ps Maintenance performed today:  After Replacement of Power Supply bo3-qf2-ps on Monday May 11, 2005, Power Supply bo3-qd3-ps Iref 
Readback began to look real noisy but was not real as the current and all other signals appeared normal.  Durin a planned Sceduled Shutdown for a 
Polarimeter Target Replacement in RHIC, a team had a chance to look at it but found nothing wrong.  This is what they did: Team inspected the “D” 
connector at the supply because the Lemo Connector was checked a few days ago when this happened and all was well.  Next, they put a signal onto 
the “D” connector and read it all the way back to the Pet Page and all was well.  Replaced the Buffer card for Jim to inspect with flex / heat test.  
Possible problem may still be in the Backplane of the 3U Control Chassis.  More to follow if this is not the fix.

18-May Maint. Sunny / Mild

RHIC PS Maintenance Performed Today:  1) Reprogrammed voltage monitor one wire interface chassis in alcove 1B.  2) Replaced voltage monitor 
on I-O1Q4 magnet tree.  3) Removed heater on relief valve of AGS Cold snake and then re-installed it.  4) Tested new compensation for b4-dh0 then 
re-installed original compensation.  5) Checked D connectors on bi5-tq4-ps and bi5-tq4-qpa.  6) Replaced qpa fan switches for bo3-qd7-qp. -Don 
Bruno [rhic] [ps]
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8-Jun Maint.
Hazy / Hot / 

Humid

RHIC PS Maintenance Performed Today (PART1 OF 2) :  1) Hi-potted rotators and snakes in alcoves 7A, 7C, 9A, and 9C.  2) Confirmed polarity 
of snakes and rotators was correct after hipot of 7A, 7C, 9A and 9C, using quench detector.  3) Swapped out qpa for bo2-qd3-qp because of fan fault.  
4) Swapped out qpa fan switches for b12-dh0-qp because of qpa fan fault.  5) Replaced firing card of b2-dhx-ps.  6) Swapped out buffer card of bi9-
dhx-ps.  7) Swapped out current regulator card of yi11-tq5-ps.  8) Swapped out digital isolation card of y12-dh0-ps.  9) Removed bo2-tv7-ps, cleaned 
dcct pins, and re-installed same ps for bo2-tv7-ps. When the DC cables were re-connected the polarity was re-confirmed visually.  10) Inspected main 
p.s. OCC remote I/O link for possible problem. All looked good. 

8-Jun Maint.
Hazy / Hot / 

Humid

RHIC PS Maintenance Performed Today (PART 2 of 2) :  11) Replace B2-Q4 thermostat on magnet tree for ice ball prevention.  12) Installed 
jumpers on the voltage monitor boards at I-01Q1 ,Q2, Q6 and O-01Q1, Q2, Q6.  13) Replaced the broken fan at O-01Q2.  14) The bi9-snk7-2.3-ps 
has new ramping instructions that MCR is aware of and also Al Marusic.  15) All of the snakes and rotators were ramped up to their operating current 
and back down again. -Don Bruno [rhic] [ps]

HOME
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Date Time In QLI Ref: QPA I-dent
S/N 

Removed
S/N 

Installed Type Alcove Bldg. Initial Analysis Performed Final Cause
# of 

Switches:
Fan 

Motors Fault ID

22-Dec Restart b6-dh0 QP10 6B Fan Switch fault. Replaced switches (2 each) 2 Fan

27-Dec Maint y12-q6 QP08 12A Crowbar not showing proper function. 17v SCR Driver card replaced See George

27-Dec Maint bo7-sxd 990106 QP02 7B

While Wing was working on analyzing another problem whereas one 
sextupole was turned to off, others in the same alcove would trip.  
Tapping on the cover of bo7-sxd-qpa, would cause a OVC Fault.  Unit 
was replaced with s/n 01045.

Faulty IGBT Driver Card. (Replaced and returned to 
spares 01-03-05) OVC Fault

1-Jan 2:31:45 MS-034 yi7-tq5 QP03 8B
Beam Induced Quench #004, High Beam Losses in the Sector 8 Triplet, 
y8q2 magnet tripped the link, yi7-tq5-qp faulted on OVC.

y8-lm2.1 Beam Loss Monitor was found masked out by 
Physicist.  Specialist where unable to log in from outside 
BNL to Analyze fault. OVC Fault

1-Jan 4:00:23 MS-035 yi7-tq5 QP03 8B
Beam Induced Quench #005, High Beam Losses in the Sector 8 Triplet, 
y8q2 magnet tripped the link, yi7-tq5-qp faulted on OVC.

y8-lm2.1 Beam Loss Monitor was found masked out by 
Physicist.  Specialist where unable to log in from outside 
BNL to Analyze fault. OVC Fault

1-Jan 6:39:42 MS-036 yi7-tq5 990204 QP03 8B
Beam Induced Quench #006, High Beam Losses in the Sector 8 Triplet, 
y8q2 magnet tripped the link, yi7-tq5-qp faulted on OVC.

y8-lm2.1 Beam Loss Monitor was found masked out by 
Physicist.  Specialist where unable to log in from outside 
BNL to Analyze fault.  It was determined to pull the QPA 
and replace it. OVC Fault

10-Jan 9:30:00 bo2-tq6 990194 QP03 2B

From the Logs, this supply had tripped twice: 04:07 bo2-tq6 tripped off. 
Blue lifetime has suffered, will dump and refill soon. -vhs, BvK  07:00 
bo2-tq6-ps tripped again and took a chunk of beam with it. TAPE brough
it back, but it should be looked at during the day. -vhs, BvK

Upon checking the signal cables at the rear of the QPA, 
Hardware for the 25 pin D connector on the chassis side 
was missing one mating socket screw.  This caused the 
cable to make and break contact during vibration, in turn 
causing the supply to trip. New QPA I.D. 01014.

Unknown as the Timing 
Resolver Channels for this 

were not working at the time.

11-Jan 21:00:00 Declared Physics Run for fy05, Particles of Cu-Cu

12-Jan Maint MS-048 y2-q6 QP08 2B Fan switch flutter.
Reposition the air vane to the outer portion of the fan blad
where there is the proper air flow.

Unknown at the time of MS-
048

21-Jan 13:13:52 PR-020 yi10-q89 QP04 10A
Recovering from QLI PR-019, the Yellow Link came down due to a Fan 
Fault. Replaced switches (2 each) 2 Fan

24-Jan 22:15:00 yi11-sxf 990106 QP02 11B

MCR: We received a QP02-r11B06-yi11-sxf-qp:statusM fan alarm. We 
tried to run the quench recovery TAPE procedure twice but were unable 
to bring yi11 back. D. Bruno is now trying to recover. -D. Bruno was 
unable to restore yi11 (Fan Fault). -Charles Pet  CAS will replace the 
whole qpa, it is faster. Instructions left in the E-log for them to follow. -
Don Bruno 

Two frozen fans and one stuck airvane switch.  Replaced 
both fans and two switches, tested and return to spares. 
Note: Beam Abort occurred at 2:28, CAS was unable to 
respond right away due to other priorities.  They replaced 
the QPA unit from 06:24 to 07:47. 2 2 Fan

30-Jan 10:10:16 yo8-tq4 990226 990190 QP03 7B

11:15:00 RHIC beam was dumped due to a loss monitor permit pull and 
the 90% BLAM alarm has been received. yo8-tq4 has tripped off, but 
MCR was able to bring it on. Don Bruno was contacted for advice. After
investigation with Don it was concluded that a QPA fault caused for the 
power supply to trip. Fulvia Pilot decided that the repair should proceed 
while awaiting the 90% BLAM alarm to clear. 

CAS replaced the whole unit, Tech found during repair 
that air vane switches (2 each) for the fans had to be 
replaced. 2 Fan

1-Feb 4:19:20 Power Dip yi10-sxd QP02 11B

Early morning Power Failure: LIPA identified the source of the Booster 
60 kV feed to a downed power line this morning. The end cap for one of 
the three phases broke off the ceramic body on the pole. Systems tripped 
by the resulting power dip were restored to operation this shift and the 
scheduled maintenance day began a day early while LIPA repaired the 
power line. As of the end of the shift the line is repaired and is about to 
be energized. 

Unable to recover this QPA, symptoms of the Main 
Control Card locking up (Fuse, Crowbar, OVC Faults), a 
tunnel access was required to perform an AC reset that 
cleared the unit.  Was a call until Unscheduled Maint went 
into affect due to LIPA Power Line repair. All Faults

9-Feb 8:51:00 PR-055 b12-q7 QP09 12A

There was no indication of a power supply at fault prior to the quench.  
The Blue Quench Link dropped due to a QPA Fan Fault for b12-q7-qpa.  
The beam permit tripped 30 u sec. after the quench link.  This QPA 
houses Prototype switches that are of the sealed tight type. (Note: 
Larger fan paddles had been specially made because the switch required 
a greater surface area in order to close, possible air flutter?)  G Heppner

Tech Team found nothing wrong as they hooked up a 
QPA Tester and everything cleared as should.  Testing of 
the connections showed no looses crimps so they re-
positioned the switch so the paddle would catch more air 
flow.  G Heppner Fan

12-Feb 4:46:00 MCR yo4-tq4 QP03 4B
Power supply yo4-tq4 trips on QLI. This, in turn, causes beam losses that 
trip the beam loss monitors at 8b and 10a. We work to recover

At 05:21:37, We finish resetting yo4-tq4 and begin tuning
injection. CAS is dispatched to insert the damper into the 
X2 cavity.   05:58:11 Upon tuning injection, we find that t
beam conditions seem very different from previous fills. I 
elect to perform a hysteresis ramp. In the course of 
reviving yo4-tq4, we ramped down to zero. This may play 
a role in the present state of the machine.   

12-Feb 16:01:00 MCR yo4-tq4 QP03 4B yo4-tq4 quench. -Sanjee yo4-tq4 recovered.

13-Feb 3:32:00 MCR yo4-tq4 990256 990194 QP03 4B

03:32 Beam Abort, 8b-ps1 dropped {Loss Monitor 1}.  03:35 yo4-tq4 
again... -PH 03:56 Spoke with Don Bruno, he believes it is a bad QPA or 
the connection to the QPA. CAS is going to swap it out. -Peggy 

At 05:23, CAS has completed the qpa work. Running the 
quench recover scripts. Unknown, in repair.

2-Mar Maint b2-q89 990164 QP04 2B
While removing the link for b2-qf8 repairs, QPA would trip off on a fan 
fault.

Looses Quick Connection to the first switch.  Tightened all 
in the fan string, tested and works fine. Fan

24-Mar 16:00:00 Declared Physics Run for fy05, Polarized Protons

3-Apr 21:20:41

Link 
Recovery Fail 
PR-095 thru 

PR-096 yi3-tq6 990263 990226 QP03 4B

2005-Apr-03 21:20:41 yi3-tq6 is halting the recovery script. George has 
instructed us to skip it and let the mains finish. D Bruno is looking at the 
supply from home.   2005-Apr-03 21:50:00 Don is asking CAS to replace 
the QPA for yi3-tq6.   2005-Apr-03 23:15:00 CAS has finished the QPA 
replacement. Running recovery.  Would halt Link Recovery, Fan Fault (Replaced 2 fan swi 2 Fan
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6-Apr 16:28:16 PR-105 bi9-dh0 Reset 10A

17:03 This QLI was caused by the qpa for bi9-dh0 tripping on an OVC 
fault. The p.s. did not show any signs of the current jumping up to cause 
this over-current if you look at the Postmortems. This was probably 
caused by a temporary loss of ac power to the qpa.   -Don Bruno [blue] 
[ps] 

18:50 We checked the ac connections inside the qpa for 
bi9-dh0. We did not really find anything loose but we 
reseated the connectors, tightened screws and pushed 
down on the wires in the insulation displacement 
connectors. The p.s.'s are now at park and handed back 
over to MCR. -Don Bruno [blue] [ps] OVC

15-Apr 4:08:04 PR-115 b-qtrim QP06 4B

Recovering from the power dip that had occurred at 03:18 (PR-114), the 
link would not recover due to a Fan Fault on QP06-R4BOFF1-b-qtrim-
qp.  MCR had called Don and after he analyzed the problem, notified 
CAS but due to shift changes it took longer than usual.  Eventually they 
replaced the air vane switches (Tech Time 36 minutes).  G Heppner Fan Switches replaced (2 ea.) 2 Fan 

20-Apr 2:36:00 PR-117 yo4-tq4 990194 990263 QP03 4B

Recovering from quench event PR-117, TAPE indicated QP03-R4BQT4-
yo4-tq4-qp Error.  MCR called Wing who said the fan was not working.  
Then MCR called Don for instructions who in turn had CAS replace the 
entire QPA. Fan Switches replaced (2 ea.) 2 Fan 

24-Apr 2:46:12 PR-119 yo4-qf6 990104 1057 QP08 4B
The Yellow Link tripped because of a Fan Fault on yo4-qf6-qpa and 
CAS had to swap out the unit with another on, s/n 01057.  G Heppner 

Lower Left Fan Motor Assembly Failed.  Fan switches (3)
replaced. 4-26-05 Tom Nolan. 3 1 Fan 

18-May Maint Maint bo3-qd7 QP09 4B

Don was experimenting with Ramps using the Blue Ring during a 4 hour 
RHIC Maintenance Period when this QPA failed on TAPE Recovery 
with a Fan Fault. G. Heppner Replaced two (2) Fan Switches.  G. Heppner 2 Fan

31-May 17:25:48 PR-135 bo2-qd3 QP07 2B

While recovering from the previous Beam Induced Quench (PR-134) a 
Fan Fault located in service building 1002B due to bo2-qd3-qpa caused 
this QLI Event.  -G. Heppner [rhic] [quench]  No action taken, Reset okay. Fan

8-Jun Maint Maint bo2-qd3 990077 1056 QP07 2B

Routine Maintenance, Air Vane switches where replaced due to an 
earleir fault from May 31, 2005  QPA would recover some times and 
then fail again, unit was pulled. -G. Heppner [rhic] [quench]  

TECH Report: June 20, 2005; Poor Crimps found on 
several of the quick disconnect connectors.  T. Nolan / J 
Wilke Fan

HOME 19 3
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Date Time In QLI Ref: Permit I.D.
Quench 

Detector Ring Alcove Bldg. Initial Analysis Performed Final Cause Fault ID

2-Jan 7:21:48 MS-037 3b-ps1 3b-qd1 B 3B Refer to MS-043 and MS-044 Refer to MS-043 and MS-044

2-Jan 7:21:56 MS-038 3b-ps1 3b-qd1 Y 3B Refer to MS-043 and MS-044 Refer to MS-043 and MS-044

2-Jan 9:08:04 MS-039 3b-ps1 3b-qd1 B-Y 3B Refer to MS-043 and MS-044 Refer to MS-043 and MS-044

2-Jan 11:59:00 MS-040 9b-ps1 9b-qd1 B-Y 9B Quench Detector cfe-9b-qd1 Reset, brought down blue and yellow links. Quench Detector cfe Reset QD Reset

3-Jan 9:03:36 MS-042 3b-ps1 3b-qd1 B 3B Refer to MS-043 and MS-044 Refer to MS-043 and MS-044

4-Jan 9:03:36 MS-043 3b-ps1 3b-qd1 Y 3B

Blue & Yellow quench link trips were caused by 3b-qd1 quench detector. The quench 
detector temperature compensation channel is not working. It looks like the channel has 
some kind of intermittent problem. This is the same problem that happened on Sunday. I 
short ring access will be required to change a quench detector card out. -Ganetis [quench] Details at MS-044

4-Jan 13:28:40 MS-044 3b-ps1 3b-qd1 B-Y 3B

Received a call from Wing Louie that he had been given permission to enter the ring to 
replace a Single Gain Mux Card in the 3b-qd1 quench detector.  Dan Oldham had 
shutdown power to the rack, causing both links to drop.  This is considered maintenance 
because MCR had other issues going on at the same time that allowed Wing to replace 
the card. G. Heppner

Maintenance:  Single Gain Mux Card (Calibration Channel 
not working properly)

11-Jan 21:00:00 Declared Physics Run for fy05, Particles of Cu-Cu

18-Jan 11:30:08 PR-010 7b-ps1 7b-qd1 B-Y 7B

At 11:09, the Physics Log reported Quench detection controls failure. They ramped both 
rings down to resolve the situation.  Found most of the Yellow Quench Detectors in the 
fail state (PINK) except for 1b-qd1, 7b-qd1 & 10a-qd2, they were running. All of the 
Blue Main and Auxiliary Quench Detectors had been found in the fail state. A reset was 
required for all of these and that caused both links to go down.  G. Heppner Quench Detectors Related, Multiple FEC Failures

FEC Overload / Data unable 
to transmit

18-Jan 12:44:28 PR-011 1b-ps1 1b-qd1 B-Y 1B

After the initial reset of all the quench detectors, 1b-qd1 for Blue and Yellow Main and 
Auxiliary Quench Detectors where still in the fail state so another reset was required, 
causing both links to drop.  G. Heppner Quench Detector FEC Reset

FEC Overload / Data unable 
to transmit

15-Mar 19:05:16 PR-083 5b-ps1 5b-qd1 B-Y 5B

Blue and yellow quench link trips was caused by 5b-qd1. The quench detector’s DSP wa
hung. I had to reset the DSP to get the quench detector working. At the time the DSP 
failed there was beam loss at g4-lm19, g4-lm20, and g5-lm21. I believe the DSP problem 
was caused by radiation. -Ganetis

DSP Reset required for 5b-qd1 due to a concentrated 
radiation period (Other) No FEC/DSP HS

19-Mar 13:43:36 PR-084 10a-ps3.A 10a-qd2 Y 10A

There appeared to be no problems found with the power supplies by initially looking at the 
Postmortem Plots.  All signals appear to be normal before T=zero.  However, Sudden 
Current Spikes are seen on only two of the nested quad power supplies (running steady 
currents: yi10-qf1-ps (RAW) = +28.29943 amps and yi10-qd2-ps (RAW) = +16.39986 
amps.) as seen using Qdplots.   They both appear to be in synchronization with the first 
spike starting at T= -0.44994 seconds. Yi10-qf1-ps (RAW) peak spike of +1.07997 amps, 
yi10-qd2-ps (RAW) peak spike of +1.18009 amps.  A second and even larger spike 
occurs at T –0.13333 seconds, yi10-qf1-ps (RAW) peak spike of +5.32728 amps and yi1
qd2-ps (RAW) peak spike of +6.11851 amps.  There is a System Error indication for this 
quench detector which I don’t quite understand and George Ganetis will have to identify 
that cause but without other conclusive evidence, it appears that these two supplies 
caused the 10a-qd2 quench detector tripped the link due to large current spikes. G 
Heppner

Sudden Current Spikes on Power Supplies yi10-qf1 and yi10-
qd2. (IR Supplies Changed to Quench Detector Fault 10a-
qd2)

24-Mar 16:00:00 Declared Physics Run for fy05, Polarized Protons

26-Mar 10:23:24 Aux 8b-qd1 B 8B

The Main Link does not come down but there is lost time due to quenching (Not real 
magnet quenches).  MCR attempted to ramp the supply beyond the normal setting of 30 
amps whereas the Quench Detectors are not tuned beyond this limit.  The power supplies 
can go to 150 amps if they are ramped slow.  Quench Detectors need to be retuned for 
higher currents. 

Quench Detector Tuning Editors Note:  Ref to 6b-qd1 at 
10:23:26 (bi5-tq4, yo5-tq4 and bi8-tq4) all tripped and 
restored together 6X. Auxiliary Time  is calculated from the 
first tq trip to the last tq restored. Quench

26-Mar 10:23:24 Aux 6b-qd2 Y 6B

The Main Link does not come down but there is lost time due to quenching (Not real 
magnet quenches).  MCR attempted to ramp the supply beyond the normal setting of 30 
amps whereas the Quench Detectors are not tuned beyond this limit.  The power supplies 
can go to 150 amps if they are ramped slow.  Quench Detectors need to be retuned for 
higher currents. 

Quench Detector Tuning Editors Note:  Ref to 6b-qd1 at 
10:23:26 (bi5-tq4, yo5-tq4 and bi8-tq4) all tripped and 
restored together 6X. Auxiliary Time  is calculated from the 
first tq trip to the last tq restored. Quench

26-Mar 10:23:26 Aux 6b-qd1 B 6B

The Main Link does not come down but there is lost time due to quenching (Not real 
magnet quenches).  MCR attempted to ramp the supply beyond the normal setting of 30 
amps whereas the Quench Detectors are not tuned beyond this limit.  The power supplies 
can go to 150 amps if they are ramped slow.  Quench Detectors need to be retuned for 
higher currents. Quench Detector Tuning Quench
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27-Mar 0:37:54 Aux 8b-qd1 B 8B

2005-Mar-27 04:09:00 We have received repeated quench link interlock indications from 
three trim quad power supplies: bi5-tq4-ps, bi8-tq4-ps, and yo5-tq4-ps. We speak to D. 
Bruno about the problem. He indicates that the problem may have started as early as last 
Thursday, and he believes that it may be caused because the quench detectors are not set 
to exceed 30 A. He also indicates that G. Ganetis should be contacted. We then call G. 
Ganetis for advise about the problem. He is investigating and will call back momentarily.   

Quench Detector Tuning Editors Note:  Ref to 6b-qd1 at 
0:37:52 (bi5-tq4, yo5-tq4 and bi8-tq4) all tripped and restored 
together 6X. Tech Time is calculated from the time  Don 
was called at 04:09 until last tq was restored.  Auxiliary 
Time is calculated from the first tq trip to the last tq 
restored. Quench

27-Mar 0:37:56 Aux 6b-qd2 Y 6B

2005-Mar-27 05:14:00 Upon comparison (through pscompare) we find that, as G. Ganetis 
has suggested, this ramp is different than the pp21 ramp that was tested on Thursday. Th
offending power supplies make excursions to as high as 60 and 80 A. After investigation 
and consultation with M. Bai, she indicates that S. Tepekian should be called. Steve, in 
turn, indicates that alterations were made to the ramp in the beta1, uncogged , and store 
stones. Furthermore, the t188 stone was added to adjust the dispersion functions. We ask 
Steve to restore the ramp from Thursday.   

Quench Detector Tuning Editors Note:  Ref to 6b-qd1 at 
0:37:52 (bi5-tq4, yo5-tq4 and bi8-tq4) all tripped and restored 
together 6X. Tech Time is calculated from the time  Don 
was called at 04:09 until last tq was restored.  Auxiliary 
Time is calculated from the first tq trip to the last tq 
restored. Quench

27-Mar 0:37:57 Aux 6b-qd1 B 6B

The Main Link does not come down but there is lost time due to quenching (Not real 
magnet quenches) of these power supplies.   MCR attempted to ramp the supply beyond 
the normal setting of 30 amps due to a different ramp file used then the one we exercised 
that was supposed to be used.  The Quench Detectors are not tuned beyond the 30 amp 
limit.  The power supplies can go to 150 amps if they are ramped slow.  Quench 
Detectors need to be retuned for higher currents.  (REF to 8b-qd1 at 0:37:54, 6b-qd2 at 
0:37:56 and 6b-qd1 at 0:37:57, there had been a total of 6 consecutive trips for each supp
for the evening ,  causing a total accumulative loss time of operation of 304 minutes until 
the problem was compromised and the original ramp was restored).  G. Heppner Quench Detector Tuning Quench

3-Apr 23:20:20 PR-096 5b-ps1 5b-qd1 Y 5B

Apr-04-2005 00:03: Yellow quench link trip was caused by 5b-qd1 quench detector. The 
quench detector tripped because of a large offset voltage in signal Y4QBA3_A2VT.  It 
looks like the quench detector had it’s signal offset value for this channel changed. This 
happened after the loss of the 720 Hz Event.  -Ganetis [quench] 

23:50:  George has to trip both links to zero out calibration 
data in quench detectors, as some got bogus numbers in 
today's fiasco. We will have to recover both mains, but 
should not have to retrain sextupoles before another attempt 
at a hysteresis ramp. -TJS 

Quench Detector Program 
Loss

3-Apr 23:44:32 PR-097 10a-ps3.B 10a-qd1 B 10A Quench Detector Software re-loaded.  G Heppner 

23:50:  George has to trip both links to zero out calibration 
data in quench detectors, as some got bogus numbers in 
today's fiasco. We will have to recover both mains, but 
should not have to retrain sextupoles before another attempt 
at a hysteresis ramp. -TJS 

Quench Detector Program 
Loss

4-Apr 6:55:44 PR-098 10a-ps3.A 10a-qd2 Y 10A

Yellow quench link trip was caused by 10a-qd2 quench detector. The quench detector 
tripped because of a large change in the current signal of YI10-QF1-PS. There was also 
a large change in the current signal for YI10-QD2-PS. The post mortem plots of p.s. 
currents do not show these large current changes. It looks like it is a problem with the 4 t
20 ma card of the quench detector. This card should be replaced.  -Ganetis [quench] Quench

4-Apr 10:12:44 PR-099 10a-ps3.A 10a-qd2 Y 10A

Yellow quench link trip was caused by 10a-qd2 quench detector. The quench detector 
tripped because of a large change in the current signal of YI10-QD2-PS. There was also 
a large change in the current signal for YI10-QF1-PS. The post mortem plots of p.s. 
currents do not show these large current changes. It looks like it is a problem with the 4 t
20 ma card of the quench detector. This card should be replaced.  -Ganetis [quench] Quench

4-Apr 11:39:40 PR-100 10a-ps3.A 10a-qd2 Y 10A

Quench Events PR-098, PR-099 and now this event where all caused by the 4-20ma 
Quench Detector Card that had to be replaced. In the 10a-qd2 Quench Detection Rack.  
G. Heppner 4-20 mA Card Replaced (Card 8) Quench

10-Apr 0:19:32 PR-106 10a-ps3.A 10a-qd2 Y 10A

10a-qd2-quench detector caused yellow quench link trip. The quench detector tripped 
because of a large change in the current signal of YI10-QF1-PS. There was also a large 
change in the current signal for YI10-QD2-PS. The post mortem plots of p.s. currents do 
not show these large current changes.  This Quench Event is similar to PR-098 where 
there was a problem with the 4 to 20mA card of the quench detector.   That card was 
replaced with a brand new card (Card 8) and the original card ended up in (Card10) 
which contains the two channels for Yi10-tq4 and Yi10-tq5.  It is Possible that the original 
card is still contaminated or a problem may still exist within the 10a-qd2 quench Detector 
Bucket.  Note, this bucket is located at the bottom of the rack where dirt can accumulate
G. Heppner Quench

12-Apr 11:47:32 PR-111 10a-ps3.A 10a-qd1 B 10A
FitReader indicated that cfe-10a-qd1 had failed. MCR took action as you can see below. 
G Heppner Reset of cfe-10-qd1. Loss of Communication

13-Apr 12:17:00 PR-113 10a-ps3.A 10a-qd2 Y 10A

The 10a-qd2-quench detector caused the yellow quench link to trip. The quench detector 
tripped because of a large change in the current signal of YI10-QF1-PS. There was also 
a large change in the current signal for YI10-QD2-PS. The postmortem plots of p.s. 
currents do not show these large current changes.  This Quench Event is similar to PR-
098 and PR-106 where the 4 to 20mA card of the quench detector was replaced.  G. 
Heppner 

Wing swapped out the cable on the yellow 10a quench 
detector. -Don Bruno Wing called and said they also 
swapped the Fan Fail Card since the same signal apears to 
go through that card too.  G. Heppner  A fix!  Wing found 
that the BUSS driver Receiver located on the Fan Fail Card 
had failed for the 10a-qd2 card swapped out.  This was the 
cause for the following quenches: (PR-084, 098, 099, 100, 
106, 111 and 113) Wing Louie. April 20, 2005 Quench

9-Jun 19:27:12 PR-145 11b-ps1 11b-qd1 B 11B

B10QBA3_A2VT caused the Quench Detector to trip the link.  The Reading was much 
greater then compared to a normal set.  It was –0.034 compared to  -0.002 and also 
appears to be noisy.  G. Heppner   Reference to PR-148, June 10, 2005 Loose Voltage Tap Wire Quench
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10-Jun 14:32:12 PR-148 11b-ps1 11b-qd1 B 11B

B10QBA3_A2VT caused the Quench Detector to trip the link.  This time it was pretty 
evident as the voltage tap signal begins to fail at –15 seconds prior to the T = zero.  (See 
Findings below in the Physics / MCR Logs Comment)  G. Heppner   Physics / MCR 
Logs:  14:35 Blue QLI during hysteresis ramp at 11b-ps1. 14:43 after reviewing the 
quench log data George would like to enter 11b and look at the voltage taps. He is coming 
to MCR for a key. 15:04 STAR, power supply and vacuum entries complete. G Ganetis 
and W Louie are accessing the ring.  15:54 Wing and George found a loose connection on 
a terminal block. Restoring systems. Loose Voltage Tap Wire Quench

24-Jun 9:45:28 PR-153 2b-ps1 2b-qd2 Y 2B

Physics / MCR Logs:  09:45, we have to re-set a quench FEC. This requires to have the 
magnets sitting at zero.  So, another 15 minutes delay. -Mei   09:58 Well, George needs an
additional 8 minutes to collect the PM data. –Mei.  09:45, Beam Abort, 2b-ps1 dropped 
Yellow Quench -Sequencer   10:01 Quench link dropped due to cfe-2b-qd2 needing to be 
reset due to ping failure. -jak

Quench Detector 2b-qd2 was reset, bringing down the 
yellow link.  See Physics / MCR Log info below for details. 
G. Heppner Quench Detector Reset

HOME
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 6KA Quench Switches, Building 1010A Summary Report

Date Time In Switch ID Initial Analysis Performed Final Cause Fault ID

22-Dec 8:20:00 R10ADS2

E-mail Alarmed day before Low Battery / Failed 
Initial Self Testing after system power had been re-
energized from a 2 1/2 week shutdown for repairs 
made in the Yellow Ring.  Reset cleared the fault but 
and all seemed well.  However, the fault returned 
after several hours.

Replaced the Batteries: RBC11, 2(2 x 12v / 
17Ah) Low Battery

27-Dec 13:30:00 R10ADS5
E-mail Alert - Low Battery Dec 26, 2004 starting at 
12:38 pm and 5:21 pm.

Replaced the Batteries: RBC11, 2(2 x 12v / 
17Ah) Low Battery

11-Jan 21:00 Declared Physics Run for fy05, Particles of Cu-Cu

24-Mar 16:00 Declared Physics Run for fy05, Polarized Protons

HOME
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Bruker Sextupole Power Supply Report

Date Time In I-dent Alcove Rack Initial Analysis Performed Final Cause Fault ID

11-Jan 21:00 Declared Physics Run for fy05, Particles of Cu-Cu

24-Mar 16:00 Declared Physics Run for fy05, Polarized Protons

HOME
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Snake / Spin Rotator Power Supply Summary Report

Date Time In Type I-dent Alcove SQ Ref Initial Analysis Performed Final Cause Fault ID

15-Dec Test snk bi9-snk7-1.4 9C N/A
No setpoint on the front BNC of the current regulator card, Tech Report found 
faulty K2 Relay and replaced with a new one. K2 Relay TEST

15-Dec Test snk bi9-snk7-2.3 9C N/A
No setpoint on the front BNC of the current regulator card, Tech Report found 
faulty K2 Relay and replaced with a new one. K2 Relay TEST

15-Dec Test rot bi8-rot3-2.3 9A N/A

No setpoint out of the testpoint on the front of the current regulator card at 1 
amp, error = +0.811.  Tech Report indicated that the wrong type of jumper was 
used (dissimilar metal - unplated) causing contamination to build up, preventin
the setpoint from passing thru to the testpoints.

Wrong type of 2 pin 
jumper used TEST

11-Jan 21:00 Declared Physics Run for fy05, Particles of Cu-Cu

19-Jan Test snk yi3-snk7-2.3 3C N/A

QPAIC indicating "A Thermal" turns out to be bogus.  This channel is not used 
so so the led on the front blinking on and off is meaningless.  However, the 
supply would not respond and Timing Resolver did not see the signals.  Setting 
Bits High and then Low did not translate through.  Turns out that the Quench 
Detection Equipment had been moved from Rack R3C12 to R3C13 to make 
room for the BPM Monitors.  In the process of moving, poor re-wiring 
conditions occurred at the back on the terminal block.  Found two loose wires 
that processed the signals needed.  Repaired and all is working fine.

Poor Re-work of 
wiring when unit was 
moved. TEST

19-Jan Test snk bo3-snk7-1.4 3C N/A

QPAIC indicating "A Thermal" turns out to be bogus.  This channel is not used 
so so the led on the front blinking on and off is meaningless.  However, the 
supply would not respond and Timing Resolver did not see the signals.  Setting 
Bits High and then Low did not translate through.  Turns out that the Quench 
Detection Equipment had been moved from Rack R3C12 to R3C13 to make 
room for the BPM Monitors.  In the process of moving, poor re-wiring 
conditions occurred at the back on the terminal block.  Found two loose wires 
that processed the signals needed.  Repaired and all is working fine.

Poor Re-work when 
unit was moved. TEST

24-Feb Test snk/rot All All N/A

All snakes and rotators were run up to operating current and then put into the 
STANDBY state with no faults.  All snakes and rotators alarms where 
activated by MCR and now go to the alarm screen. G. Heppner

All Passed for the pp 
run. TEST

24-Mar 16:00 Declared Physics Run for fy05, Polarized Protons

19-Apr Maint snk bo3-snk7-2.3 3C N/A

April 15, 2005: 17:36, bo3-snk7-inner displaying some erratic behavior since 
the power dip. -NAK.   April 15, 2005: 17:54 Nick, please contact Don Bruno 
and ask him to take a look at this. Thanks. –Mei.  Don was not notified but 
looked into this and noticed that the Iref and current bounced so during today's 
maintenance, (April 19, 2005) we performed the Don Tap Test at 5 amps and 
saw the current and Iref bounce.  Replaced the Current Reg Card and retested 
supply.  All is well now.  Returned card to shop where Jim identified that the 
K2 Relay was faulty. G. Heppner K2 Relay Bounce

23-Apr 13:25:31 snk bo3-snk7-1.4 3C SQ-005

Looking at the Snapshot data, The Current and Voltage both drop at the same 
time while Iref and wfg remained constant.  Therefore, the supply was not told 
to change its status.  Qdplots confirms this Current drop and the measurements 
are as follows: Operating Current of 100.07 amps, a sudden drop to 97.27 
amps occurs in 0.033 seconds.  This sudden change in current is what caused 
the 3C Quench Detector to trip the supply.  Timing Resolver in 3C also 
indicated that the Quench Detector tripped the supply.  There is no way to 
determine if there had been an interruption in AC power for the Alcoves.  G. 
Heppner Undetermined

Quench 
Detector

23-Apr 13:25:31 rot bo7-rot3-1.4 7C SQ-005

Looking at the Snapshot data, The Current and Voltage both drop at the same 
time while Iref and wfg remained constant.  Therefore, the supply was not told 
to change its status.  Qdplots confirms this Current drop and the measurements 
are as follows: Park Current of 3.15 amps, a sudden drop to 2.51 amps occurs 
in 0.28582 seconds.  After 25 seconds of data, the signal indicated 2.13888 
amps.  (An offset?)  This sudden change in current is what caused the 7C 
Quench Detector to trip the supply.  Timing Resolver in 7C also indicated that 
the Quench Detector tripped the supply.  There is no way to determine if there 
had been an interruption in AC power for the Alcoves.  Yi7-rot3-2.3 also 
showed similar Current / Voltage drops while Iref and wfg remained constant 
at its Park Current of 0.631 amps.  This supply did not trip to Standby as 
Snapshot indicates it recovered back to its Park Current. QPA Control also 
indicated that the supply stayed on. (File# 1114277133)  G. Heppner Undetermined

Quench 
Detector
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Snake / Spin Rotator Power Supply Summary Report

4-May Maint rot bi5-rot3-2.3 5C SQ-007

Current would drop by a couple of amps for no apparent reason and then 
quench.  A possible power supply problem with bi5-rot3-2.3 needs further 
investigation during the next maintenance day.

Replaced Power 10 
unit (s/n 
0234A00144) with a 
spare (s/n 
0419A02306. Quench

4-May Maint rot bi5-rot3-1.4 5C
While repair team was working on bi5-rot3-2.3, they discovered the ground 
wire for the 110vac 3U chassis was loose at the crimp connection.

Loose AC Ground 
110vac to 3U chassis None

6-May 5-May rot bi5-rot3-2.3 5C Physics

MCR Summary: May-06-2005 07:03 After several hours of troubleshooting 
zero polarization at store in blue it was found that the cables for bi5-rot3-2.3 
were hooked up backwards at the end of the maintenance period.  (Rotator 
magnets were hi potted during maintenance and when the Tech Team had 
finished, somehow they hooked up the polarity wrong.)  G. Heppner Reversed Polarity

Physics 
Discovered

19-May Day rot bo7-rot3-1.4 7C MCR

MCR mentioned that the Alarm Log started indicating several times that this 
supply contained a WfgRef RangeError.  Looking at the Snapshot in PM 
Viewer, this started at 19:44:50 on May 18 and stopped at 00:15:53 on May 
19th.  A total of 15 events.  I looked at the plots in Log View and it appeared 
that the Iref was telling the supply to change its current which it was but the wfg 
was not moving.  Due to a current store and since the supply was no longer 
acting funny, they did not want to take action at this time.  So Don a nd I put a 
package of cards together for CAS if this should happen again at night.  
However, not too long to wait, a Cryo Lead Flow problem occurred, beam was 
aborted and MCR allowed us time to look into this problem.

Current Regulator 
Card, Faulty K2 
relay.

WfgIref 
RangeError

HOME
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Timing Resolver Summary Report

Date Time In I-dent Alcove Bldg. QLI Ref: Initial Analysis Performed Final Cause Fault ID

10-Jan 9:30:00 B1.R2BBQF3 2B MS-050

Data Store missing from the QPA Control / Timing 
Resolver for 1002B that watches the tq power supplies 
and QPA's.  After extensive software checks, it was 
determined the fault be within this chassis.  Chassis 
swapped and data has returned.

Tech found nothing wrong, possibly a 
loose connection, to be heat run on the 
bench for a week or so. No Data

11-Jan 21:00 Declared Physics Run for fy05, Particles of Cu-Cu

1-Feb Maint Snake Magnets 3C

While trouble shooting a different problem with the QPAIC 
chassis for Snake Magnets due to two channels not 
operational since relocation of the equipment in the rack 
(Ref to Snake Spin Rotators Jan 19, 2005), the Timing 
Resolver had one bit absent in the readback.

Went into the Alcove this day and found 
no problems.  Tapping and moving of 
connectors could not re-create the 
problem.  This unit will not bring down 
the magnets so left alone for now in 
working condition.  Wing Louie & G. 
Heppner No Bit?

24-Mar Maint Spin Rotators 9A

While prepping the Spin Rotators for the pp^ run, it was 
discovered that the TIMING Resolver was not 
communicating. (Active Red LED = Error Communications 
Fail)  Replaced unit.  Info on new unit: (Rack 9A13, Mod 
Buss Address = 22, Programmed 2345047, 
Alcove.Snake…v3.0)

No problems found.  Re-progammed the 
unit with the Snake Magnet Program 
2345047 and communications restored.  
Programmed with Test Program and unit 
works.  Possible Radiation Effects 
caused the original program to lock-up.  
G. Heppner & J. Wilke

Communicatio
ns Fail / Error

24-Mar 16:00 Declared Physics Run for fy05, Polarized Protons
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UPS Battery Report

Date I-dent Qty Replaced

22-Dec-04 R10ADS2 RBC11, 2(2 x 12v / 17Ah)

27-Dec-04 R10ADS5 RBC11, 2(2 x 12v / 17Ah)

31-Mar-05 11B Q.D. RBC6, 2(12v / 12Ah)

30-Mar-05 2B Q.D. RBC11, 2(2 x 12v / 17Ah)

30-Mar-05 10A Q.D. RBC11, 2(2 x 12v / 17Ah)

31-Mar-05 12A Q.D. RBC11, 2(2 x 12v / 17Ah)

31-Mar-05 9A Q.D. RBC23, 4(12v / 7Ah) 2U
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